Big O notation

In mathematics, **big O notation** is used to describe the limiting behavior of a function when the argument tends towards a particular value or infinity, usually in terms of simpler functions. It is a member of a larger family of notations that is called **Landau notation**, **Bachmann–Landau notation** (after Edmund Landau and Paul Bachmann), or **asymptotic notation**. In computer science, big O notation is used to classify algorithms by how they respond (e.g., in their processing time or working space requirements) to changes in input size.

Big O notation characterizes functions according to their growth rates: different functions with the same growth rate may be represented using the same O notation. A description of a function in terms of big O notation usually only provides an upper bound on the growth rate of the function. Associated with big O notation are several related notations, using the symbols o, Ω, ω, and Θ, to describe other kinds of bounds on asymptotic growth rates.

Big O notation is also used in many other fields to provide similar estimates.

**Formal definition**

Let \( f(x) \) and \( g(x) \) be two functions defined on some subset of the real numbers. One writes

\[
f(x) = O(g(x)) \quad \text{as} \quad x \to \infty
\]

if and only if there is a positive constant \( M \) such that for all sufficiently large values of \( x \), \( f(x) \) is at most \( M \) multiplied by \( g(x) \) in absolute value. That is, \( f(x) = O(g(x)) \) if and only if there exists a positive real number \( M \) and a real number \( x_0 \) such that

\[
|f(x)| \leq M|g(x)| \quad \text{for all} \quad x > x_0.
\]

In many contexts, the assumption that we are interested in the growth rate as the variable \( x \) goes to infinity is left unstated, and one writes more simply that \( f(x) = O(g(x)) \). The notation can also be used to describe the behavior of \( f \) near some real number \( a \) (often, \( a = 0 \): we say

\[
f(x) = O(g(x)) \quad \text{as} \quad x \to a
\]

if and only if there exist positive numbers \( \delta \) and \( M \) such that

\[
|f(x)| \leq M|g(x)| \quad \text{for} \quad |x - a| < \delta.
\]

If \( g(x) \) is non-zero for values of \( x \) sufficiently close to \( a \), both of these definitions can be unified using the limit superior:

\[
f(x) = O(g(x)) \quad \text{as} \quad x \to a
\]
if and only if
\[
\limsup_{z \to a} \left| \frac{f(x)}{g(x)} \right| < \infty.
\]

**Example**

In typical usage, the formal definition of $O$ notation is not used directly; rather, the $O$ notation for a function $f(x)$ is derived by the following simplification rules:

- If $f(x)$ is a sum of several terms, the one with the largest growth rate is kept, and all others omitted.
- If $f(x)$ is a product of several factors, any constants (terms in the product that do not depend on $x$) are omitted.

For example, let $f(x) = 6x^4 - 2x^3 + 5$, and suppose we wish to simplify this function, using $O$ notation, to describe its growth rate as $x$ approaches infinity. This function is the sum of three terms: $6x^4$, $-2x^3$, and $5$. Of these three terms, the one with the highest growth rate is the one with the largest exponent as a function of $x$, namely $6x^4$.

Now one may apply the second rule: $6x^4$ is a product of 6 and $x^4$ in which the first factor does not depend on $x$. Omitting this factor results in the simplified form $x^4$. Thus, we say that $f(x)$ is a big-oh of $(x^4)$ or mathematically we can write $f(x) = O(x^4)$. One may confirm this calculation using the formal definition: let $f(x) = 6x^4 - 2x^3 + 5$ and $g(x) = x^4$. Applying the formal definition from above, the statement that $f(x) = O(x^4)$ is equivalent to its expansion, for some suitable choice of $x_0$ and $M$ and for all $x > x_0$.

To prove this, let $x_0 = 1$ and $M = 13$. Then, for all $x > x_0$:

\[
|f(x)| \leq M|g(x)|
\]

for some suitable choice of $x_0$ and $M$ and for all $x > x_0$. To prove this, let $x_0 = 1$ and $M = 13$. Then, for all $x > x_0$:

\[
|6x^4 - 2x^3 + 5| \leq 6x^4 + |2x^3| + 5
\]

\[
\leq 6x^4 + 2x^4 + 5x^4
\]

\[
\leq 13x^4
\]

\[
\leq 13|x^4|
\]

so

\[
|6x^4 - 2x^3 + 5| \leq 13|x^4|.
\]

**Usage**

Big O notation has two main areas of application. In mathematics, it is commonly used to describe how closely a finite series approximates a given function, especially in the case of a truncated Taylor series or asymptotic expansion. In computer science, it is useful in the analysis of algorithms. In both applications, the function $g(x)$ appearing within the $O(\ldots)$ is typically chosen to be as simple as possible, omitting constant factors and lower order terms. There are two formally close, but noticeably different, usages of this notation: infinite asymptotics and infinitesimal asymptotics. This distinction is only in application and not in principle, however—the formal definition for the “big O” is the same for both cases, only with different limits for the function argument.

**Infinite asymptotics**

Big O notation is useful when analyzing algorithms for efficiency. For example, the time (or the number of steps) it takes to complete a problem of size $n$ might be found to be $T(n) = 4n^2 - 2n + 2$. As $n$ grows large, the $n^2$ term will come to dominate, so that all other terms can be neglected — for instance when $n = 500$, the term $4n^2$ is 1000 times as large as the $2n$ term. Ignoring the latter would have negligible effect on the expression’s value for most purposes. Further, the coefficients become irrelevant if we compare to any other order of expression, such as an expression containing a term $n^3$ or $n^4$. Even if $T(n) = 1,000,000n^2$, if $U(n) = n^3$, the latter will always exceed the former once $n$ grows larger than $1,000,000 (T(1,000,000) = 1,000,000^3 = U(1,000,000))$. Additionally, the number of steps depends on the details of the machine model on which the algorithm runs, but different types of machines typically vary by only a constant factor in the number of steps needed to execute an algorithm. So the big O notation captures what
remains: we write either

\[ T(n) = O(n^2) \]

or

\[ T(n) \in O(n^2) \]

and say that the algorithm has \textit{order} of \( n^2 \) time complexity. Note that "=" is not meant to express "is equal to" in its normal mathematical sense, but rather a more colloquial "is", so the second expression is technically accurate (see the "Equals sign" discussion below) while the first is a common abuse of notation.\[^1\]

\textbf{Infinitesimal asymptotics}

Big O can also be used to describe the error term in an approximation to a mathematical function. The most significant terms are written explicitly, and then the least-significant terms are summarized in a single big O term. For example,

\[ e^x = 1 + x + \frac{x^2}{2} + O(x^3) \quad \text{as } x \to 0 \]

expresses the fact that the error, the difference \( e^x - (1 + x + x^2/2) \), is smaller in absolute value than some constant times \( |x^3| \) when \( x \) is close enough to 0.

\textbf{Properties}

If a function \( f(n) \) can be written as a finite sum of other functions, then the fastest growing one determines the order of \( f(n) \). For example

\[ f(n) = 9 \log n + 5(\log n)^3 + 3n^2 + 2n^3 = O(n^3). \]

In particular, if a function may be bounded by a polynomial in \( n \), then as \( n \) tends to infinity, one may disregard \textit{lower-order} terms of the polynomial. \( O(n^c) \) and \( O(c^n) \) are very different. If \( c \) is greater than one, then the latter grows much faster. A function that grows faster than \( n^c \) for any \( c \) is called \textit{superpolynomial}. One that grows more slowly than any exponential function of the form \( c^n \) is called \textit{subexponential}. An algorithm can require time that is both superpolynomial and subexponential; examples of this include the fastest known algorithms for integer factorization. \( O(\log n) \) is exactly the same as \( O(\log(n^c)) \). The logarithms differ only by a constant factor (since \( \log(n^c) = c \log n \) ) and thus the big O notation ignores that. Similarly, logs with different constant bases are equivalent. Exponentials with different bases, on the other hand, are not of the same order. For example, \( 2^n \) and \( 3^n \) are not of the same order. Changing units may or may not affect the order of the resulting algorithm. Changing units is equivalent to multiplying the appropriate variable by a constant wherever it appears. For example, if an algorithm runs in the order of \( n^2 \), replacing \( n \) by \( cn \) means the algorithm runs in the order of \( c^2n^2 \), and the big O notation ignores the constant \( c^2 \). This can be written as \( c^2n^2 \in O(n^2) \). If, however, an algorithm runs in the order of \( 2^n \), replacing \( n \) with \( cn \) gives \( 2^{cn} = (2^c)^n \). This is not equivalent to \( 2^n \) in general. Changing of variable may affect the order of the resulting algorithm. For example, if an algorithm's running time is \( O(n) \) when measured in terms of the number \( n \) of \textit{digits} of an input number \( x \), then its running time is \( O(\log x) \) when measured as a function of the input number \( x \) itself, because \( n = \Theta(\log x) \).
Product

\[ f_1 \in O(g_1) \text{ and } f_2 \in O(g_2) \Rightarrow f_1 f_2 \in O(g_1 g_2) \]
\[ f \cdot O(g) \subseteq O(fg) \]

Sum

\[ f_1 \in O(g_1) \text{ and } f_2 \in O(g_2) \Rightarrow f_1 + f_2 \in O(|g_1| + |g_2|) \]
This implies \( f_1 \in O(g) \text{ and } f_2 \in O(g) \Rightarrow f_1 + f_2 \in O(g) \), which means that \( O(g) \) is a convex cone.

If \( f \) and \( g \) are positive functions, \( f + O(g) \in O(f + g) \)

Multiplication by a constant

Let \( k \) be a constant. Then:

\[ O(kg) = O(g) \text{ if } k \text{ is nonzero.} \]
\[ f \in O(g) \Rightarrow kf \in O(g). \]

Multiple variables

Big \( O \) (and little \( o \), and \( \Omega \)... ) can also be used with multiple variables. To define Big \( O \) formally for multiple variables, suppose \( f(\bar{x}) \) and \( g(\bar{x}) \) are two functions defined on some subset of \( \mathbb{R}^n \). We say

\[ f(\bar{x}) \text{ is } O(g(\bar{x})) \text{ as } \bar{x} \to \infty \]
if and only if

\[ \exists C \exists M > 0 \text{ such that } |f(\bar{x})| \leq C|g(\bar{x})| \text{ for all } \bar{x} \text{ with } x_i > M \text{ for all } i. \]

For example, the statement

\[ f(n, m) = n^2 + m^3 + O(n + m) \text{ as } n, m \to \infty \]
asserts that there exist constants \( C \) and \( M \) such that

\[ \forall n, m > M: |g(n, m)| \leq C(n + m), \]
where \( g(n, m) \) is defined by

\[ f(n, m) = n^2 + m^3 + g(n, m). \]

Note that this definition allows all of the coordinates of \( \bar{x} \) to increase to infinity. In particular, the statement

\[ f(n, m) = O(n^m) \text{ as } n, m \to \infty \]
(i.e., \( \exists C \exists M \forall n \forall m \ldots \) ) is quite different from

\[ \forall m: f(n, m) = O(n^m) \text{ as } n \to \infty \]
(i.e., \( \forall m \exists C \exists M \forall n \ldots \) ).

Matters of notation

Equals sign

The statement "\( f(x) \) is \( O(g(x)) \)" as defined above is usually written as \( f(x) = O(g(x)) \). Some consider this to be an abuse of notation, since the use of the equals sign could be misleading as it suggests a symmetry that this statement does not have. As de Bruijn says, \( O(x) = O(x^2) \) is true but \( O(x^2) = O(x) \) is not.\(^2\) Knuth describes such statements as "one-way equalities", since if the sides could be reversed, "we could deduce ridiculous things like \( n = n^2 \) from the identities \( n = O(n^2) \) and \( n^2 = O(n^2) \)."\(^1\) For these reasons, it would be more precise to use set notation and write \( f(x) \in O(g(x)) \), thinking of \( O(g(x)) \) as the class of all functions \( h(x) \) such that \( |h(x)| \leq C|g(x)| \) for some constant \( C \).\(^3\)
However, the use of the equals sign is customary. Knuth pointed out that "mathematicians customarily use the = sign as they use the word 'is' in English: Aristotle is a man, but a man isn't necessarily Aristotle."[4]

**Other arithmetic operators**

Big O notation can also be used in conjunction with other arithmetic operators in more complicated equations. For example, \( h(x) + O(f(x)) \) denotes the collection of functions having the growth of \( h(x) \) plus a part whose growth is limited to that of \( f(x) \). Thus,

\[
g(x) = h(x) + O(f(x))
\]

expresses the same as

\[
g(x) - h(x) \in O(f(x)).
\]

**Example**

Suppose an algorithm is being developed to operate on a set of \( n \) elements. Its developers are interested in finding a function \( T(n) \) that will express how long the algorithm will take to run (in some arbitrary measurement of time) in terms of the number of elements in the input set. The algorithm works by first calling a subroutine to sort the elements in the set and then perform its own operations. The sort has a known time complexity of \( O(n^2) \), and after the subroutine runs the algorithm must take an additional \( 55n^3 + 2n + 10 \) time before it terminates. Thus the overall time complexity of the algorithm can be expressed as

\[
T(n) = O(n^2) + 55n^3 + 2n + 10.
\]

This can perhaps be most easily read by replacing \( O(n^2) \) with "some function that grows asymptotically no faster than \( n^2 \)". Again, this usage disregards some of the formal meaning of the "=" and "+" symbols, but it does allow one to use the big O notation as a kind of convenient placeholder.

**Declaration of variables**

Another feature of the notation, although less exceptional, is that function arguments may need to be inferred from the context when several variables are involved. The following two right-hand side big O notations have dramatically different meanings:

\[
f(m) = O(m^n),
g(n) = O(m^n).
\]

The first case states that \( f(m) \) exhibits polynomial growth, while the second, assuming \( m > 1 \), states that \( g(n) \) exhibits exponential growth. To avoid confusion, some authors use the notation

\[
g(x) \in O(f(x))
\]

rather than the less explicit

\[
g \in O(f),
\]
Big O notation

Multiple usages

In more complicated usage, \( O(...) \) can appear in different places in an equation, even several times on each side. For example, the following are true for \( n \to \infty \)

\[
\begin{align*}
(n + 1)^2 &= n^2 + O(n) \\
(n + O(n^{1/2}))(n + O(\log n))^2 &= n^3 + O(n^{5/2}) \\
n^{O(1)} &= O(e^n).
\end{align*}
\]

The meaning of such statements is as follows: for any functions which satisfy each \( O(...) \) on the left side, there are some functions satisfying each \( O(...) \) on the right side, such that substituting all these functions into the equation makes the two sides equal. For example, the third equation above means: "For any function \( f(n) = O(1) \), there is some function \( g(n) = O(e^n) \) such that \( n^{f(n)} = g(n) \)." In terms of the "set notation" above, the meaning is that the class of functions represented by the left side is a subset of the class of functions represented by the right side. In this use the "\( \sim \)" is a formal symbol that unlike the usual use of "\( = \)" is not a symmetric relation. Thus for example \( n^{O(1)} = O(e^n) \) does not imply the false statement \( O(e^n) = n^{O(1)} \).

Orders of common functions

Further information: Time complexity#Table of common time complexities

Here is a list of classes of functions that are commonly encountered when analyzing the running time of an algorithm. In each case, \( c \) is a constant and \( n \) increases without bound. The slower-growing functions are generally listed first.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Name</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O(1) )</td>
<td>constant</td>
<td>Determining if a number is even or odd; using a constant-size lookup table</td>
</tr>
<tr>
<td>( O(\log \log n) )</td>
<td>double logarithmic</td>
<td>Finding an item using interpolation search in a sorted array of uniformly distributed values.</td>
</tr>
<tr>
<td>( O(\log n) )</td>
<td>logarithmic</td>
<td>Finding an item in a sorted array with a binary search or a balanced search tree as well as all operations in a Binomial heap.</td>
</tr>
<tr>
<td>( O(n^c), \ 0 &lt; c &lt; 1 )</td>
<td>fractional power</td>
<td>Searching in a kd-tree</td>
</tr>
<tr>
<td>( O(n) )</td>
<td>linear</td>
<td>Finding an item in an unsorted list or a malformed tree (worst case) or in an unsorted array; Adding two ( n )-bit integers by ripple carry.</td>
</tr>
<tr>
<td>( O(n \log^* n) )</td>
<td>( n \log\star n )</td>
<td>Performing triangulation of a simple polygon using Seidel’s algorithm. (Note ( \log^* n = \begin{cases} 0, &amp; \text{if } n \leq 1 \ 1 + \log^* (\log n), &amp; \text{if } n &gt; 1 \end{cases} ))</td>
</tr>
<tr>
<td>( O(n \log n) = O(\log n!) )</td>
<td>linearithmic, loglinear, or quasilinear</td>
<td>Performing a Fast Fourier transform; heapsort, quicksort (best and average case), or merge sort</td>
</tr>
<tr>
<td>( O(n^2) )</td>
<td>quadratic</td>
<td>Multiplying two ( n )-digit numbers by a simple algorithm; bubble sort (worst case or naive implementation), Shell sort, quicksort (worst case), selection sort or insertion sort</td>
</tr>
<tr>
<td>( O(n^c), \ c &gt; 1 )</td>
<td>polynomial or algebraic</td>
<td>Tree-adjoining grammar parsing; maximum matching for bipartite graphs</td>
</tr>
<tr>
<td>( \log \left[ \alpha, \beta \right], \ 0 &lt; \alpha &lt; 1 = \frac{1}{e(\alpha + e^{-1})}([\ln n]^{\alpha}(\ln \ln n)^{1-\alpha}) )</td>
<td>L-notations or sub-exponential</td>
<td>Factoring a number using the quadratic sieve or number field sieve</td>
</tr>
<tr>
<td>( O(c^n), \ c &gt; 1 )</td>
<td>exponential</td>
<td>Finding the (exact) solution to the travelling salesman problem using dynamic programming; determining if two logical statements are equivalent using brute-force search</td>
</tr>
<tr>
<td>( O(n!) )</td>
<td>factorial</td>
<td>Solving the traveling salesman problem via brute-force search; generating all unrestricted permutations of a poset; finding the determinant with expansion by minors.</td>
</tr>
</tbody>
</table>
The statement $f(n) = O(n!)$ is sometimes weakened to $f(n) = O(n^n)$ to derive simpler formulas for asymptotic complexity. For any $k > 0$ and $c > 0$, $O(n^{c \log n})$ is a subset of $O(n^{c + \varepsilon})$ for any $\varepsilon > 0$, so it may be considered as a polynomial with some bigger order.

**Related asymptotic notations**

Big $O$ is the most commonly used asymptotic notation for comparing functions, although in many cases Big $O$ may be replaced with Big Theta $\Theta$ for asymptotically tighter bounds. Here, we define some related notations in terms of Big $O$, progressing up to the family of Bachmann–Landau notations to which Big $O$ notation belongs.

**Little-o notation**

The relation $f(x) \in o(g(x))$ is read as "$f(x)$ is little-o of $g(x)$". Intuitively, it means that $g(x)$ grows much faster than $f(x)$, or similarly, the growth of $f(x)$ is nothing compared to that of $g(x)$. It assumes that $f$ and $g$ are both functions of one variable. Formally, $f(n) = o(g(n))$ as $n \to \infty$ means that for every positive constant $\varepsilon$ there exists a constant $N$ such that

$$|f(n)| \leq \varepsilon |g(n)| \quad \text{for all } n \geq N.$$ 

Note the difference between the earlier formal definition for the big-O notation, and the present definition of little-o: while the former has to be true for at least one constant $M$ the latter must hold for every positive constant $\varepsilon$, however small. In this way little-o notation makes a stronger statement than the corresponding big-O notation: every function that is little-o of $g$ is also big-O of $g$, but not every function that is big-O $g$ is also little-o of $g$ (for instance $g$ itself is not, unless it is identically zero near $\infty$).

If $g(x)$ is nonzero, or at least becomes nonzero beyond a certain point, the relation $f(x) = o(g(x))$ is equivalent to

$$\lim_{x \to \infty} \frac{f(x)}{g(x)} = 0.$$ 

For example,

- $2x \in o(x^2)$
- $2x^2 \notin o(x^2)$
- $1/x \in o(1)$

Little-o notation is common in mathematics but rarer in computer science. In computer science the variable (and function value) is most often a natural number. In mathematics, the variable and function values are often real numbers. The following properties can be useful:

- $o(f) + o(f) \subseteq o(f)$
- $o(f) o(g) \subseteq o(fg)$
- $o(o(f)) \subseteq o(f)$
- $o(f) \subseteq O(f)$ (and thus the above properties apply with most combinations of $o$ and $O$).

As with big $O$ notation, the statement "$f(x)$ is $o(g(x))$" is usually written as $f(x) = o(g(x))$, which is a slight abuse of notation.

**Family of Bachmann–Landau notations**
<table>
<thead>
<tr>
<th>Notation</th>
<th>Name</th>
<th>Intuition</th>
<th>Informal definition: for sufficiently large ( n ) ...</th>
<th>Formal Definition</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(n) \in O(g(n)) )</td>
<td>Big Omicron; Big O; Big Oh</td>
<td>( f ) is bounded above by ( g ) (up to constant factor) asymptotically</td>
<td>(</td>
<td>f(n)</td>
<td>\leq g(n) \cdot k ) for some ( k )</td>
</tr>
<tr>
<td>( f(n) \in \Omega(g(n)) )</td>
<td>Big Omega</td>
<td>( f ) is bounded below by ( g ) (up to constant factor) asymptotically</td>
<td>( f(n) \geq g(n) \cdot k ) for some positive ( k )</td>
<td>( \exists k &gt; 0 \ \forall n &gt; n_0 \ g(n) \cdot k \leq f(n) )</td>
<td></td>
</tr>
<tr>
<td>( f(n) \in \Theta(g(n)) )</td>
<td>Big Theta</td>
<td>( f ) is bounded both above and below by ( g ) asymptotically</td>
<td>( g(n) \cdot k_1 \leq f(n) \leq g(n) \cdot k_2 ) for some positive ( k_1, k_2 )</td>
<td>( \exists k_1 &gt; 0 \ \exists k_2 &gt; 0 \ \forall n &gt; n_0 \ g(n) \cdot k_1 \leq f(n) \leq g(n) \cdot k_2 )</td>
<td></td>
</tr>
<tr>
<td>( f(n) \in O(g(n)) )</td>
<td>Small Omicron; Small O; Small Oh</td>
<td>( f ) is dominated by ( g ) asymptotically</td>
<td>(</td>
<td>f(n)</td>
<td>\leq</td>
</tr>
<tr>
<td>( f(n) \in \omega(g(n)) )</td>
<td>Small Omega</td>
<td>( f ) dominates ( g ) asymptotically</td>
<td>( f(n) \geq g(n) \cdot k ) for every ( k )</td>
<td>( \forall k &gt; 0 \ \exists n_0 \ \forall n &gt; n_0 \ g(n) \cdot k &lt; f(n) )</td>
<td></td>
</tr>
<tr>
<td>( f(n) \sim g(n) )</td>
<td>On the order of</td>
<td>( f ) is equal to ( g ) asymptotically</td>
<td>( f(n)/g(n) \to 1 )</td>
<td>( \forall \varepsilon &gt; 0 \ \exists n_0 \ \forall n &gt; n_0 \ \left</td>
<td>\frac{f(n)}{g(n)} - 1 \right</td>
</tr>
</tbody>
</table>

Bachmann–Landau notation was designed around several mnemonics, as shown in the \( \Lambda s \ \to \infty \), eventually... column above and in the bullets below. To conceptually access these mnemonics, "omicron" can be read "o-micron" and "omega" can be read "o-mega". Also, the lower-case versus capitalization of the Greek letters in Bachmann–Landau notation is mnemonic.

- The o-micron mnemonic: The o-micron reading of \( f(n) \in O(g(n)) \) and of \( f(n) \in o(g(n)) \) can be thought of as "O-smaller than" and "o-smaller than", respectively. This micro/smaller mnemonic refers to: for sufficiently large input parameter(s), \( f \) grows at a rate that may henceforth be less than \( cg \) regarding \( g \in O(f) \) or \( q \in o(f) \).
- The o-mega mnemonic: The o-mega reading of \( f(n) \in \Omega(g(n)) \) and of \( f(n) \in \omega(g(n)) \) can be thought of as "O-larger than". This mega/larger mnemonic refers to: for sufficiently large input parameter(s), \( f \) grows at a rate that may henceforth be greater than \( cg \) regarding \( g \in \Omega(f) \) or \( g \in \omega(f) \).
The upper-case mnemonic: This mnemonic reminds us when to use the upper-case Greek letters in
\[ f(n) \in O(g(n)) \text{ and } f(n) \in \Omega(g(n)) \]: for sufficiently large input parameter(s), \( f \) grows at a rate that may henceforth be equal to \( cg \) regarding \( g \in O(f) \).

The lower-case mnemonic: This mnemonic reminds us when to use the lower-case Greek letters in
\[ f(n) \in o(g(n)) \text{ and } f(n) \in \omega(g(n)) \]: for sufficiently large input parameter(s), \( f \) grows at a rate that is henceforth inequal to \( cg \) regarding \( g \in O(f) \).

Aside from Big O notation, the Big Theta \( \Theta \) and Big Omega \( \Omega \) notations are the two most often used in computer science; the Small Omega \( \omega \) notation is rarely used in computer science.

Use in computer science

Informally, especially in computer science, the Big O notation often is permitted to be somewhat abused to describe an asymptotic tight bound where using Big Theta \( \Theta \) notation might be more factually appropriate in a given context. For example, when considering a function \( T(n) = 73n^3 + 22n^2 + 58 \), all of the following are generally acceptable, but tightnesses of bound (i.e., numbers 2 and 3 below) are usually strongly preferred over laxness of bound (i.e., number 1 below).

1. \( T(n) = O(n^{100}) \), which is identical to \( T(n) \in O(n^{100}) \)
2. \( T(n) = O(n^3) \), which is identical to \( T(n) \in O(n^3) \)
3. \( T(n) = \Theta(n^3) \), which is identical to \( T(n) \in \Theta(n^3) \).

The equivalent English statements are respectively:

1. \( T(n) \) grows asymptotically no faster than \( n^{100} \)
2. \( T(n) \) grows asymptotically no faster than \( n^3 \)
3. \( T(n) \) grows asymptotically as fast as \( n^3 \).

So while all three statements are true, progressively more information is contained in each. In some fields, however, the Big O notation (number 2 in the lists above) would be used more commonly than the Big Theta notation (bullets number 3 in the lists above) because functions that grow more slowly are more desirable. For example, if \( T(n) \) represents the running time of a newly developed algorithm for input size \( n \), the inventors and users of the algorithm might be more inclined to put an upper asymptotic bound on how long it will take to run without making an explicit statement about the lower asymptotic bound.

Extensions to the Bachmann–Landau notations

Another notation sometimes used in computer science is \( \tilde{O} \) (read soft-O): \( f(n) = \tilde{O}(g(n)) \) is shorthand for \( f(n) = O(g(n) \log^k g(n)) \) for some \( k \). Essentially, it is Big O notation, ignoring logarithmic factors because the growth-rate effects of some other super-logarithmic function indicate a growth-rate explosion for large-sized input parameters that is more important to predicting bad run-time performance than the finer-point effects contributed by the logarithmic-growth factor(s). This notation is often used to obviate the "nitpicking" within growth-rates that are stated as too tightly bounded for the matters at hand (since \( \log^k n \) is always \( o(n^\epsilon) \) for any constant \( k \) and any \( \epsilon > 0 \)).

The L notation, defined as
\[ L_n[\alpha, c] = O \left( e^{a + o(1)}}(n)^{\alpha} (\ln n)^{1 - \alpha} \right), \]
is convenient for functions that are between polynomial and exponential.
Generalizations and related usages

The generalization to functions taking values in any normed vector space is straightforward (replacing absolute values by norms), where \( f \) and \( g \) need not take their values in the same space. A generalization to functions \( g \) taking values in any topological group is also possible. The "limiting process" \( x \to x_0 \) can also be generalized by introducing an arbitrary filter base, i.e. to directed nets \( f \) and \( g \). The \( o \) notation can be used to define derivatives and differentiability in quite general spaces, and also (asymptotical) equivalence of functions,

\[
f \sim g \iff (f - g) \in o(g)
\]

which is an equivalence relation and a more restrictive notion than the relationship "\( f \) is \( \Theta(g) \)" from above. (It reduces to \( \lim f/g = 1 \) if \( f \) and \( g \) are positive real valued functions.) For example, \( 2x \) is \( \Theta(x) \), but \( 2x - x \) is not \( o(x) \).

Graph theory

Big O notation is used to describe the running time of graph algorithms. A graph \( G \) is an ordered pair \((V, E)\) where \( V \) is the set of vertices and \( E \) is the set of edges. For expressing computational complexity, the relevant parameters are usually not the actual sets, but rather the number of elements in each set: the number of vertices \( V = |V| \) and the number of edges \( E = |E| \). The operator \( |\cdot| \) measures the cardinality (i.e., the number of elements) of the set. Inside asymptotic notation, it is common to use the symbols \( V \) and \( E \), when one means \( |V| \) and \( |E| \). Another common convention uses \( n \) and \( m \) to refer to \( |V| \) and \( |E| \) respectively; it avoids the confusing the sets with their cardinalities.

History (Bachmann–Landau, Hardy, and Vinogradov notations)

The symbol \( O \) was first introduced by number theorist Paul Bachmann in 1894, in the second volume of his book *Analytische Zahlentheorie* ("analytic number theory"), the first volume of which (not yet containing big O notation) was published in 1892.[5] The number theorist Edmund Landau adopted it, and was thus inspired to introduce in 1909 the notation \( o \)[6]; hence both are now called Landau symbols. The former was popularized in computer science by Donald Knuth, who re-introduced the related Omega and Theta notations.[7] Knuth also noted that the Omega notation had been introduced by Hardy and Littlewood under a different meaning "\( \neq o \)" (i.e. "is not an \( o \) of"), and proposed the above definition. Hardy and Littlewood's original definition (which was also used in one paper by Landau[9]) is still used in number theory (where Knuth's definition is never used). In fact, Landau introduced in 1924, in the paper just mentioned, the symbols \( \Omega_R \) ("rechts") and \( \Omega_L \) ("links"), precursors for the modern symbols \( \Omega_+ \) ("is not smaller than a small \( o \) of") and \( \Omega_- \) ("is not larger than a \( o \) of"). Thus the Omega symbols (with their original meanings) are sometimes also referred to as "Landau symbols". Also, Landau never used the Big Theta and small omega symbols.

Hardy's symbols were (in terms of the modern \( O \) notation)

\[
f \lesssim g \iff f \in O(g) \quad \text{and} \quad f \ll g \iff f \in o(g);
\]

(Hardy however never defined or used the notation \( \ll \), nor \( \lll \), as it has been sometimes reported). It should also be noted that Hardy introduces the symbols \( \lesssim \) and \( \ll \) (as well as some other symbols) in his 1910 tract "Orders of Infinity", and makes use of it only in three papers (1910–1913). In the remaining papers (nearly 400!) and books he constantly uses the Landau symbols \( O \) and \( o \).

Hardy's notation is not used anymore. On the other hand, in 1947, the Russian number theorist Ivan Matveyevich Vinogradov introduced his notation \( \ll \), which has been increasingly used in number theory instead of the \( O \) notation. We have

\[
f \ll g \iff f \in O(g),
\]

and frequently both notations are used in the same paper.
The big-O, standing for "order of", was originally a capital omicron; today the identical-looking Latin capital letter O is used, but never the digit zero.
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Binary tree

In computer science, a binary tree is a tree data structure in which each node has at most two child nodes, usually distinguished as "left" and "right". Nodes with children are parent nodes, and child nodes may contain references to their parents. Outside the tree, there is often a reference to the "root" node (the ancestor of all nodes), if it exists. Any node in the data structure can be reached by starting at root node and repeatedly following references to either the left or right child. A tree which does not have any node other than root node is called a null tree. In a binary tree a degree of every node is maximum two. A tree with \( n \) nodes has exactly \( n - 1 \) branches or degree.

Binary trees are used to implement binary search trees and binary heaps.

Definitions for rooted trees

- A directed edge refers to the link from the parent to the child (the arrows in the picture of the tree).
- The root node of a tree is the node with no parents. There is at most one root node in a rooted tree.
- A leaf node has no children.
- The depth of a node \( n \) is the length of the path from the root to the node. The set of all nodes at a given depth is sometimes called a level of the tree. The root node is at depth zero.
- The depth (or height) of a tree is the length of the path from the root to the deepest node in the tree. A (rooted) tree with only one node (the root) has a depth of zero.
- Siblings are nodes that share the same parent node.
- A node \( p \) is an ancestor of a node \( q \) if it exists on the path from the root to node \( q \). The node \( q \) is then termed as a descendant of \( p \).
- The size of a node is the number of descendants it has including itself.
- In-degree of a node is the number of edges arriving at that node.
- Out-degree of a node is the number of edges leaving that node.
- The root is the only node in the tree with In-degree = 0.
- All the leaf nodes have Out-degree = 0.
Types of binary trees

- A **rooted binary tree** is a tree with a root node in which every node has at most two children.

- A **full binary tree** (sometimes proper binary tree or 2-tree or strictly binary tree) is a tree in which every node other than the leaves has two children. Or, perhaps more clearly, every node in a binary tree has exactly 0 or 2 children. Sometimes a full tree is ambiguously defined as a perfect tree.

- A **perfect binary tree** is a full binary tree in which all leaves are at the same depth or same level, and in which every parent has two children.\(^{[1]}\) (This is ambiguously also called a complete binary tree.)

- A **complete binary tree** is a binary tree in which every level, except possibly the last, is completely filled, and all nodes are as far left as possible.\(^{[2]}\)

- An **infinite complete binary tree** is a tree with a countably infinite number of levels, in which every node has two children, so that there are \(2^d\) nodes at level \(d\). The set of all nodes is countably infinite, but the set of all infinite paths from the root is uncountable: it has the cardinality of the continuum. These paths corresponding by an order preserving bijection to the points of the Cantor set, or (through the example of the Stern–Brocot tree) to the set of positive irrational numbers.

- A **balanced binary tree** is commonly defined as a binary tree in which the depth of the two subtrees of every node differ by 1 or less,\(^{[3]}\) although in general it is a binary tree where no leaf is much farther away from the root than any other leaf. (Different balancing schemes allow different definitions of ”much farther.”\(^{[4]}\) Binary trees that are balanced according to this definition have a predictable depth (how many nodes are traversed from the root to a leaf, root counting as node 0 and subsequent as 1, 2, ..., depth). This depth is equal to the integer part of \(\log_2(n)\) where \(n\) is the number of nodes on the balanced tree. Example 1: balanced tree with 1 node, \(\log_2(1) = 0\) (depth = 0). Example 2: balanced tree with 3 nodes, \(\log_2(3) = 1.59\) (depth=1). Example 3: balanced tree with 5 nodes, \(\log_2(5) = 2.32\) (depth of tree is 2 nodes).

- A **degenerate tree** is a tree where for each parent node, there is only one associated child node. This means that in a performance measurement, the tree will behave like a linked list data structure. Note that this terminology often varies in the literature, especially with respect to the meaning of ”complete” and ”full”.

Properties of binary trees

- The number \(n\) of nodes in a perfect binary tree can be found using this formula: \(n = 2^{h+1} - 1\) where \(h\) is the depth of the tree.

- The number \(n\) of nodes in a binary tree of height \(h\) is at least \(n = h + 1\) and at most \(n = 2^{h+1} - 1\) where \(h\) is the depth of the tree.

- The number \(L\) of leaf nodes in a perfect binary tree can be found using this formula: \(L = 2^h\) where \(h\) is the depth of the tree.

- The number \(n\) of nodes in a perfect binary tree can also be found using this formula: \(n = 2L - 1\) where \(L\) is the number of leaf nodes in the tree.

- The number of null links (absent children of nodes) in a complete binary tree of \(n\) nodes is \(n + 1\).
• The number \( n - L \) of internal nodes (non-leaf nodes) in a Complete Binary Tree of \( n \) nodes is \( \left\lfloor n/2 \right\rfloor \).

• For any non-empty binary tree with \( n_0 \) leaf nodes and \( n_2 \) nodes of degree 2, \( n_0 = n_2 + 1 \).\(^{[5]}\)

Proof:

Let \( n \) = the total number of nodes

\( B = \) number of branches

\( n_0, n_1, n_2 \) represent the number of nodes with no children, a single child, and two children respectively.

\( B = n - 1 \) (since all nodes except the root node come from a single branch)

\( B = n_1 + 2n_2 \)

\( n = n_1 + 2n_2 + 1 \)

\( n = n_0 + n_1 + n_2 \)

\( n_1 + 2n_2 + 1 = n_0 + n_1 + n_2 \implies n_0 = n_2 + 1 \)

Common operations

There are a variety of different operations that can be performed on binary trees. Some are mutator operations, while others simply return useful information about the tree.

Insertion

Nodes can be inserted into binary trees in between two other nodes or added after an external node. In binary trees, a node that is inserted is specified as to which child it is.

External nodes

Say that the external node being added on to is node A. To add a new node after node A, A assigns the new node as one of its children and the new node assigns node A as its parent.

Internal nodes

Insertion on internal nodes is slightly more complex than on external nodes. Say that the internal node is node A and that node B is the child of A. (If the insertion is to insert a right child, then B is the right child of A, and similarly with a left child insertion.) A assigns its child to the new node and the new node assigns its parent to A. Then the new node assigns its child to B and B assigns its parent as the new node.
Deletion

Deletion is the process whereby a node is removed from the tree. Only certain nodes in a binary tree can be removed unambiguously.\[^6\]

Node with zero or one children

Say that the node to delete is node A. If a node has no children (external node), deletion is accomplished by setting the child of A's parent to null. If it has one child, set the parent of A's child to A's parent and set the child of A's parent to A's child.

Node with two children

In a binary tree, a node with two children cannot be deleted unambiguously.\[^6\] However, in certain binary trees these nodes can be deleted, including binary search trees.

Iteration

Often, one wishes to visit each of the nodes in a tree and examine the value there, a process called iteration or enumeration. There are several common orders in which the nodes can be visited, and each has useful properties that are exploited in algorithms based on binary trees:

- In-Order: Left child, Root, Right child.
- Pre-Order: Root, Left child, Right child
- Post-Order: Left Child, Right child, Root

Pre-order, in-order, and post-order traversal

Pre-order, in-order, and post-order traversal visit each node in a tree by recursively visiting each node in the left and right subtrees of the root.

Depth-first order

In depth-first order, we always attempt to visit the node farthest from the root that we can, but with the caveat that it must be a child of a node we have already visited. Unlike a depth-first search on graphs, there is no need to remember all the nodes we have visited, because a tree cannot contain cycles. Pre-order is a special case of this. See depth-first search for more information.
**Breadth-first order**
Contrasting with depth-first order is breadth-first order, which always attempts to visit the node closest to the root that it has not already visited. See breadth-first search for more information. Also called a *level-order traversal*.

**Type theory**
In type theory, a binary tree with nodes of type $A$ is defined inductively as $T_A = \mu\alpha. 1 + A \times \alpha \times \alpha$.

**Definition in graph theory**
For each binary tree data structure, there is equivalent rooted binary tree in graph theory.

Graph theorists use the following definition: A binary tree is a connected acyclic graph such that the degree of each vertex is no more than three. It can be shown that in any binary tree of two or more nodes, there are exactly two more nodes of degree one than there are of degree three, but there can be any number of nodes of degree two. A *rooted binary tree* is such a graph that has one of its vertices of degree no more than two singled out as the root.

With the root thus chosen, each vertex will have a uniquely defined parent, and up to two children; however, so far there is insufficient information to distinguish a left or right child. If we drop the connectedness requirement, allowing multiple connected components in the graph, we call such a structure a *forest*.

Another way of defining binary trees is a recursive definition on directed graphs. A binary tree is either:
- A single vertex.
- A graph formed by taking two binary trees, adding a vertex, and adding an edge directed from the new vertex to the root of each binary tree.

This also does not establish the order of children, but does fix a specific root node.

**Combinatorics**
In combinatorics one considers the problem of counting the number of full binary trees of a given size. Here the trees have no values attached to their nodes (this would just multiply the number of possible trees by an easily determined factor), and trees are distinguished only by their structure; however the left and right child of any node are distinguished (if they are different trees, then interchanging them will produce a tree distinct from the original one).

The size of the tree is taken to be the number $n$ of internal nodes (those with two children); the other nodes are leaf nodes and there are $n + 1$ of them. The number of such binary trees of size $n$ is equal to the number of ways of fully parenthesizing a string of $n + 1$ symbols (representing leaves) separated by $n$ binary operators (representing internal nodes), so as to determine the argument subexpressions of each operator. For instance for $n = 3$ one has to parenthesize a string like $X \times X \times X \times X$, which is possible in five ways:

$$(X \times X) \times X, \quad (X \times (X \times X)) \times X, \quad (X \times X) \times (X \times X), \quad X \times ((X \times X) \times X), \quad X \times (X \times (X \times X)).$$

The correspondence to binary trees should be obvious, and the addition of redundant parentheses (around an already parenthesized expression or around the full expression) is disallowed (or at least not counted as producing a new possibility).

There is a unique binary tree of size 0 (consisting of a single leaf), and any other binary tree is characterized by the pair of its left and right children; if these have sizes $i$ and $j$ respectively, the full tree has size $i + j + 1$. Therefore the number $C_n$ of binary trees of size $n$ has the following recursive description $C_0 = 1$, and $C_n = \sum_{i=0}^{n-1} C_i C_{n-1-i}$ for any positive integer $n$. It follows that $C_n$ is the Catalan number of index $n$.

The above parenthesized strings should not be confused with the set of words of length $2n$ in the Dyck language, which consist only of parentheses in such a way that they are properly balanced. The number of such strings satisfies the same recursive description (each Dyck word of length $2n$ is determined by the Dyck subword enclosed by the initial ‘(‘ and its matching ‘)’) together with the Dyck subword remaining after that closing parenthesis, whose lengths
2i and 2j satisfy \( i + j + 1 = n \); this number is therefore also the Catalan number \( C_n \). So there are also five Dyck words of length 10:

\[
(())(), ((()))(), (())(), (())(), (((())))
\]

These Dyck words do not correspond in an obvious way to binary trees. A bijective correspondence can nevertheless be defined as follows: enclose the Dyck word in an extra pair of parentheses, so that the result can be interpreted as a Lisp list expression (with the empty list () as only occurring atom); then the dotted-pair expression for that proper list is a fully parenthesized expression (with NIL as symbol and '.' as operator) describing the corresponding binary tree (which is in fact the internal representation of the proper list).

The ability to represent binary trees as strings of symbols and parentheses implies that binary trees can represent the elements of a free magma on a singleton set.

**Methods for storing binary trees**

Binary trees can be constructed from programming language primitives in several ways.

**Nodes and references**

In a language with records and references, binary trees are typically constructed by having a tree node structure which contains some data and references to its left child and its right child. Sometimes it also contains a reference to its unique parent. If a node has fewer than two children, some of the child pointers may be set to a special null value, or to a special sentinel node.

In languages with tagged unions such as ML, a tree node is often a tagged union of two types of nodes, one of which is a 3-tuple of data, left child, and right child, and the other of which is a "leaf" node, which contains no data and functions much like the null value in a language with pointers.

**Arrays**

Binary trees can also be stored in breadth-first order as an implicit data structure in arrays, and if the tree is a complete binary tree, this method wastes no space. In this compact arrangement, if a node has an index \( i \), its children are found at indices \( 2i + 1 \) (for the left child) and \( 2i + 2 \) (for the right), while its parent (if any) is found at index \( \left\lfloor \frac{i - 1}{2} \right\rfloor \) (assuming the root has index zero). This method benefits from more compact storage and better locality of reference, particularly during a preorder traversal. However, it is expensive to grow and wastes space proportional to \( 2^h - n \) for a tree of depth \( h \) with \( n \) nodes.

This method of storage is often used for binary heaps. No space is wasted because nodes are added in breadth-first order.
Encodings

Succinct encodings

A succinct data structure is one which takes the absolute minimum possible space, as established by information theoretical lower bounds. The number of different binary trees on $n$ nodes is $C_n$, the $n$th Catalan number (assuming we view trees with identical structure as identical). For large $n$, this is about $4^n$; thus we need at least about $\log_2 4^n = 2n$ bits to encode it. A succinct binary tree therefore would occupy only 2 bits per node.

One simple representation which meets this bound is to visit the nodes of the tree in preorder, outputting "1" for an internal node and "0" for a leaf. [7] If the tree contains data, we can simply simultaneously store it in a consecutive array in preorder. This function accomplishes this:

```plaintext
function EncodeSuccinct(node n, bitstring structure, array data) {
    if n = nil then
        append 0 to structure;
    else
        append 1 to structure;
        append n.data to data;
        EncodeSuccinct(n.left, structure, data);
        EncodeSuccinct(n.right, structure, data);
}
```

The string $structure$ has only $2n + 1$ bits in the end, where $n$ is the number of (internal) nodes; we don't even have to store its length. To show that no information is lost, we can convert the output back to the original tree like this:

```plaintext
function DecodeSuccinct(bitstring structure, array data) {
    remove first bit of $structure$ and put it in $b$
    if $b = 1$ then
        create a new node $n$
        remove first element of data and put it in $n.data$
        $n$.left = DecodeSuccinct(structure, data)
        $n$.right = DecodeSuccinct(structure, data)
        return $n$
    else
        return nil
}
```

More sophisticated succinct representations allow not only compact storage of trees but even useful operations on those trees directly while they're still in their succinct form.

Encoding general trees as binary trees

There is a one-to-one mapping between general ordered trees and binary trees, which in particular is used by Lisp to represent general ordered trees as binary trees. To convert a general ordered tree to binary tree, we only need to represent the general tree in left child-sibling way. The result of this representation will be automatically binary tree, if viewed from a different perspective. Each node $N$ in the ordered tree corresponds to a node $N'$ in the binary tree; the left child of $N'$ is the node corresponding to the first child of $N$, and the right child of $N'$ is the node corresponding to $N$’s next sibling --- that is, the next node in order among the children of the parent of $N$. This binary tree representation of a general order tree is sometimes also referred to as a left child-right sibling binary tree (LCRS tree), or a doubly chained tree, or a Filial-Heir chain.
One way of thinking about this is that each node's children are in a linked list, chained together with their right fields, and the node only has a pointer to the beginning or head of this list, through its left field.

For example, in the tree on the left, A has the 6 children {B,C,D,E,F,G}. It can be converted into the binary tree on the right.

The binary tree can be thought of as the original tree tilted sideways, with the black left edges representing first child and the blue right edges representing next sibling. The leaves of the tree on the left would be written in Lisp as:

```
(((N O) I J) C D ((P) (Q)) F (M))
```

which would be implemented in memory as the binary tree on the right, without any letters on those nodes that have a left child.
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Binary search tree

<table>
<thead>
<tr>
<th>Binary search tree</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tree</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time complexity in big O notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
</tr>
<tr>
<td>Space</td>
</tr>
<tr>
<td>Search</td>
</tr>
<tr>
<td>Insert</td>
</tr>
<tr>
<td>Delete</td>
</tr>
</tbody>
</table>

In computer science, a binary search tree (BST), which may sometimes also be called an ordered or sorted binary tree, is a node-based binary tree data structure which has the following properties:[1]

- The left subtree of a node contains only nodes with keys less than the node's key.
- The right subtree of a node contains only nodes with keys greater than the node's key.
- Both the left and right subtrees must also be binary search trees.
- There must be no duplicate nodes.

Generally, the information represented by each node is a record rather than a single data element. However, for sequencing purposes, nodes are compared according to their keys rather than any part of their associated records.

The major advantage of binary search trees over other data structures is that the related sorting algorithms and search algorithms such as in-order traversal can be very efficient.

Binary search trees are a fundamental data structure used to construct more abstract data structures such as sets, multisets, and associative arrays.
**Operations**

Operations on a binary search tree require comparisons between nodes. These comparisons are made with calls to a comparator, which is a subroutine that computes the total order (linear order) on any two keys. This comparator can be explicitly or implicitly defined, depending on the language in which the BST is implemented.

**Searching**

Searching a binary search tree for a specific key can be a recursive or iterative process.

We begin by examining the root node. If the tree is null, the key we are searching for does not exist in the tree. Otherwise, if the key equals that of the root, the search is successful. If the key is less than the root, search the left subtree. Similarly, if it is greater than the root, search the right subtree. This process is repeated until the key is found or the remaining subtree is null. If the searched key is not found before a null subtree is reached, then the item must not be present in the tree.

Here is the search algorithm in pseudocode (iterative version, finds a BST node):

```plaintext
algorithm Find(key, root):
    current-node := root
    while current-node is not Nil do
        if current-node.key = key then
            return current-node
        else if key < current-node.key then
            current-node := current-node.left
        else
            current-node := current-node.right
```

The following recursive version is equivalent:

```plaintext
algorithm Find-recursive(key, node): // call initially with node = root
    if node.key = key then
        node
    else if key < node.key then
        Find-recursive(key, node.left)
    else
        Find-recursive(key, node.right)
```

This operation requires $O(\log n)$ time in the average case, but needs $O(n)$ time in the worst case, when the unbalanced tree resembles a linked list (degenerate tree).

**Insertion**

Insertion begins as a search would begin; if the key is not equal to that of the root, we search the left or right subtrees as before. Eventually, we will reach an external node and add the new key-value pair (here encoded as a record 'newNode') as its right or left child, depending on the node's key. In other words, we examine the root and recursively insert the new node to the left subtree if its key is less than that of the root, or the right subtree if its key is greater than or equal to the root.

Here's how a typical binary search tree insertion might be performed in C++:

```c++
/* Inserts the node pointed to by "newNode" into the subtree rooted at "treeNode" */
void InsertNode(Node* &treeNode, Node* newNode)
```
```c
{
    if (treeNode == NULL)
        treeNode = newNode;
    else if (newNode->key < treeNode->key)
        InsertNode(treeNode->left, newNode);
    else
        InsertNode(treeNode->right, newNode);
}
```

or, alternatively, in Java:

```java
public void InsertNode(Node n, double key) {
    if (key < n.key) {
        if (n.left == null) {
            n.left = new Node(key);
        }
    
        else {
            InsertNode(n.left, key);
        }
    }

    else if (key > n.key) {
        if (n.right == null) {
            n.right = new Node(key);
        }

        else {
            InsertNode(n.right, key);
        }
    }
}
```

The above destructive procedural variant modifies the tree in place. It uses only constant heap space (and the iterative version uses constant stack space as well), but the prior version of the tree is lost. Alternatively, as in the following Python example, we can reconstruct all ancestors of the inserted node; any reference to the original tree root remains valid, making the tree a persistent data structure:

```python
def binary_tree_insert(node, key, value):
    if node is None:
        return TreeNode(None, key, value, None)
    if node == key:
        return TreeNode(node.left, key, value, node.right)
    if key < node.key:
        return TreeNode(binary_tree_insert(node.left, key, value),
                         node.key, node.value, node.right)
    else:
        return TreeNode(node.left, node.key, node.value,
                         binary_tree_insert(node.right, key, value))
```

The part that is rebuilt uses $\Theta(\log n)$ space in the average case and $O(n)$ in the worst case (see big-O notation).
In either version, this operation requires time proportional to the height of the tree in the worst case, which is $O(\log n)$ time in the average case over all trees, but $O(n)$ time in the worst case.

Another way to explain insertion is that in order to insert a new node in the tree, its key is first compared with that of the root. If its key is less than the root's, it is then compared with the key of the root's left child. If its key is greater, it is compared with the root's right child. This process continues, until the new node is compared with a leaf node, and then it is added as this node's right or left child, depending on its key.

There are other ways of inserting nodes into a binary tree, but this is the only way of inserting nodes at the leaves and at the same time preserving the BST structure.

Here is an iterative approach to inserting into a binary search tree in Java:

```java
private Node m_root;

public void insert(int data) {
    if (m_root == null) {
        m_root = new TreeNode(data, null, null);
        return;
    }
    Node root = m_root;
    while (root != null) {
        // Choose not add 'data' if already present (an implementation decision)
        if (data == root.getData()) {
            return;
        } else if (data < root.getData()) {
            // insert left
            if (root.getLeft() == null) {
                root.setLeft(new TreeNode(data, null, null));
                return;
            } else {
                root = root.getLeft();
            }
        } else { // insert right
            if (root.getRight() == null) {
                root.setRight(new TreeNode(data, null, null));
                return;
            } else {
                root = root.getRight();
            }
        }
    }
}
```

Below is a recursive approach to the insertion method.

```java
private Node m_root;

public void insert(int data) {
```
if (m_root == null) {
    m_root = new TreeNode(data, null, null);
} else {
    internalInsert(m_root, data);
}

private static void internalInsert(Node node, int data) {
    // Choose not add 'data' if already present (an implementation decision)
    if (data == node.getKey()) {
        return;
    } else if (data < node.getKey()) {
        if (node.getLeft() == null) {
            node.setLeft(new TreeNode(data, null, null));
        } else {
            internalInsert(node.getLeft(), data);
        }
    } else {
        if (node.getRight() == null) {
            node.setRight(new TreeNode(data, null, null));
        } else {
            internalInsert(node.getRight(), data);
        }
    }
}

Deletion
There are three possible cases to consider:

- **Deleting a leaf (node with no children):** Deleting a leaf is easy, as we can simply remove it from the tree.
- **Deleting a node with one child:** Remove the node and replace it with its child.
- **Deleting a node with two children:** Call the node to be deleted $N$. Do not delete $N$. Instead, choose either its in-order successor node or its in-order predecessor node, $R$. Replace the value of $N$ with the value of $R$, then delete $R$.

As with all binary trees, a node's in-order successor is the left-most child of its right subtree, and a node's in-order predecessor is the right-most child of its left subtree. In either case, this node will have zero or one children. Delete it according to one of the two simpler cases above.
Consistently using the in-order successor or the in-order predecessor for every instance of the two-child case can lead to an unbalanced tree, so good implementations add inconsistency to this selection.

Running time analysis: Although this operation does not always traverse the tree down to a leaf, this is always a possibility; thus in the worst case it requires time proportional to the height of the tree. It does not require more even when the node has two children, since it still follows a single path and does not visit any node twice.

Here is the code in Python:

```python
def findMin(self):
    '''
    Finds the smallest element that is a child of *self*
    '''
    current_node = self
    while current_node.left_child:
        current_node = current_node.left_child
    return current_node

def replace_node_in_parent(self, new_value=None):
    '''
    Removes the reference to *self* from *self.parent* and replaces it with *new_value*.
    '''
    if self.parent:
        if self == self.parent.left_child:
            self.parent.left_child = new_value
        else:
            self.parent.right_child = new_value
        if new_value:
            new_value.parent = self.parent

def binary_tree_delete(self, key):
    if key < self.key:
        self.left_child.binary_tree_delete(key)
    elif key > self.key:
        self.right_child.binary_tree_delete(key)
    else:
        # delete the key here
        if self.left_child and self.right_child:
            # if both children are present
            # get the smallest node that's bigger than *self*
            successor = self.right_child.findMin()
            self.key = successor.key
            # if *successor* has a child, replace it with that
            # at this point, it can only have a *right_child*
            # if it has no children, *right_child* will be "None"
            successor.replace_node_in_parent(successor.right_child)
        elif self.left_child or self.right_child:
            # if the node has only one child
            if self.left_child:
```
Here is the code in C++.

```cpp
template <typename T>
bool BST<T>::Delete(const T & itemToDelete)
{
    bool r_ans = Delete(root, itemToDelete);
    return r_ans;
}

template <typename T>
bool BST<T>::Delete(Node<T>* & ptr, const T& key)  //helper delete function
{
    if (ptr==nullptr)
    {
        return false;    // item not in BST
    }

    if (key < ptr->data)
    {
        Delete(ptr->LeftChild, key);
    }
    else if (key > ptr->data)
    {
        Delete(ptr->RightChild, key);
    }
    else
    {
        Node<T> *temp;

        if (ptr->LeftChild==nullptr)
        {
            temp = ptr->RightChild;
            delete ptr;
            ptr = temp;
        }
        else if (ptr->RightChild==nullptr)
        {
            temp = ptr->LeftChild;
            delete ptr;
            ptr = temp;
        }
    }
}
```
Traversal

Once the binary search tree has been created, its elements can be retrieved in-order by recursively traversing the left subtree of the root node, accessing the node itself, then recursively traversing the right subtree of the node, continuing this pattern with each node in the tree as it's recursively accessed. As with all binary trees, one may conduct a pre-order traversal or a post-order traversal, but neither are likely to be useful for binary search trees.

The code for in-order traversal in Python is given below. It will call callback for every node in the tree.

```python
def traverse_binary_tree(node, callback):
    if node is None:
        return
    traverse_binary_tree(node.leftChild, callback)
    callback(node.value)
    traverse_binary_tree(node.rightChild, callback)
```

Traversal requires O(n) time, since it must visit every node. This algorithm is also O(n), so it is asymptotically optimal.

An in-order traversal algorithm for C is given below.

```c
void in_order_traversal(struct Node *n, void (*cb)(void*))
{
    struct Node *cur, *pre;

    if(!n)
        return;

    cur = n;

    while(cur) {
        if(!cur->left) {
            cb(cur->val);
            cur= cur->right;
        } else {
            pre = cur->left;
```
An alternate recursion-free algorithm for in-order traversal using a stack and `goto` statements is provided below. The stack contains nodes whose right subtrees have yet to be explored. If a node has an unexplored left subtree (a condition tested at the `try_left` label), then the node is pushed (marking its right subtree for future exploration) and the algorithm descends to the left subtree. The purpose of the `loop_top` label is to avoid moving to the left subtree when popping to a node (as popping to a node indicates that its left subtree has already been explored.)

```c
void in_order_traversal(struct Node *n, void (*cb)(void*))
{
    struct Node *cur;
    struct Stack *stack;

    if (!n)
        return;

    stack = stack_create();
    cur = n;

    try_left:
        /* check for the left subtree */
        if (cur->left) {
            stack_push(stack, cur);
            cur = cur->left;
            goto try_left;
        }

    loop_top:
        /* call callback */
        cb(cur->val);

        /* check for the right subtree */
        if (cur->right) {
            cur = cur->right;
        }
}
```
A binary search tree can be used to implement a simple but efficient sorting algorithm. Similar to heapsort, we insert all the values we wish to sort into a new ordered data structure—in this case a binary search tree—and then traverse it in order, building our result:

```python
def build_binary_tree(values):
    tree = None
    for v in values:
        tree = binary_tree_insert(tree, v)
    return tree

def get_inorder_traversal(root):
    '''
    Returns a list containing all the values in the tree, starting at *root*.
    Traverses the tree in-order(leftChild, root, rightChild).
    '''
    result = []
    traverse_binary_tree(root, lambda element: result.append(element))
    return result
```

The worst-case time of `build_binary_tree` is $O(n^2)$—if you feed it a sorted list of values, it chains them into a linked list with no left subtrees. For example, `build_binary_tree([1, 2, 3, 4, 5])` yields the tree `(1 (2 (3 (4 (5)))))`.

There are several schemes for overcoming this flaw with simple binary trees; the most common is the self-balancing binary search tree. If this same procedure is done using such a tree, the overall worst-case time is $O(n \log n)$, which is asymptotically optimal for a comparison sort. In practice, the poor cache performance and added overhead in time and space for a tree-based sort (particularly for node allocation) make it inferior to other asymptotically optimal sorts such as heapsort for static list sorting. On the other hand, it is one of the most efficient methods of *incremental sorting*, adding items to a list over time while keeping the list sorted at all times.
Binary search tree

Types

There are many types of binary search trees. AVL trees and red-black trees are both forms of self-balancing binary search trees. A splay tree is a binary search tree that automatically moves frequently accessed elements nearer to the root. In a treap (tree heap), each node also holds a (randomly chosen) priority and the parent node has higher priority than its children. Tango trees are trees optimized for fast searches.

Two other titles describing binary search trees are that of a complete and degenerate tree.

A complete tree is a tree with n levels, where for each level d \( \leq n - 1 \), the number of existing nodes at level d is equal to \( 2^d \). This means all possible nodes exist at these levels. An additional requirement for a complete binary tree is that for the nth level, while every node does not have to exist, the nodes that do exist must fill from left to right.

A degenerate tree is a tree where for each parent node, there is only one associated child node. What this means is that in a performance measurement, the tree will essentially behave like a linked list data structure.

Performance comparisons

D. A. Heger (2004)\(^2\) presented a performance comparison of binary search trees. Treap was found to have the best average performance, while red-black tree was found to have the smallest amount of performance variations.

Optimal binary search trees

If we do not plan on modifying a search tree, and we know exactly how often each item will be accessed, we can construct an optimal binary search tree, which is a search tree where the average cost of looking up an item (the expected search cost) is minimized.

Even if we only have estimates of the search costs, such a system can considerably speed up lookups on average. For example, if you have a BST of English words used in a spell checker, you might balance the tree based on word frequency in text corpora, placing words like the near the root and words like agerasia near the leaves. Such a tree might be compared with Huffman trees, which similarly seek to place frequently used items near the root in order to produce a dense information encoding; however, Huffman trees only store data elements in leaves and these elements need not be ordered.

If we do not know the sequence in which the elements in the tree will be accessed in advance, we can use splay trees which are asymptotically as good as any static search tree we can construct for any particular sequence of lookup operations.

Alphabetic trees are Huffman trees with the additional constraint on order, or, equivalently, search trees with the modification that all elements are stored in the leaves. Faster algorithms exist for optimal alphabetic binary trees (OABTs).

Example:

```
procedure Optimum Search Tree(f, f´, c):
  for j = 0 to n do
    c[j, j] = 0, F[j, j] = f´j
  for d = 1 to n do
```
for i = 0 to (n - d) do
    j = i + d
    F[i, j] = F[i, j - 1] + f' + f'j
    c[i, j] = MIN(i<k<=j){c[i, k - 1] + c[k, j]} + F[i, j]
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In computer science, a **B-tree** is a tree data structure that keeps data sorted and allows searches, sequential access, insertions, and deletions in logarithmic time. The B-tree is a generalization of a binary search tree in that a node can have more than two children. (Comer 1979, p. 123) Unlike self-balancing binary search trees, the B-tree is optimized for systems that read and write large blocks of data. It is commonly used in databases and filesystems.

**Overview**

In B-trees, internal (non-leaf) nodes can have a variable number of child nodes within some pre-defined range. When data are inserted or removed from a node, its number of child nodes changes. In order to maintain the pre-defined range, internal nodes may be joined or split. Because a range of child nodes is permitted, B-trees do not need re-balancing as frequently as other self-balancing search trees, but may waste some space, since nodes are not entirely full. The lower and upper bounds on the number of child nodes are typically fixed for a particular implementation. For example, in a 2-3 B-tree (often simply referred to as a **2-3 tree**), each internal node may have only 2 or 3 child nodes.

Each internal node of a B-tree will contain a number of keys. Usually, the number of keys is chosen to vary between $d$ and $2d$. In practice, the keys take up the most space in a node. The factor of 2 will guarantee that nodes can be split or combined. If an internal node has $2d$ keys, then adding a key to that node can be accomplished by splitting the $2d$ key node into two $d$ key nodes and adding the key to the parent node. Each split node has the required minimum number of keys. Similarly, if an internal node and its neighbor each have $d$ keys, then a key may be deleted from the internal node by combining with its neighbor. Deleting the key would make the internal node have $d - 1$ keys; joining the neighbor would add $d$ keys plus one more key brought down from the neighbor's parent. The result is an entirely full node of $2d$ keys.

The number of branches (or child nodes) from a node will be one more than the number of keys stored in the node. In a 2-3 B-tree, the internal nodes will store either one key (with two child nodes) or two keys (with three child nodes). A B-tree is sometimes described with the parameters $(d + 1) - (2d + 1)$ or simply with the highest
branching order, \((2d + 1)\).

A B-tree is kept balanced by requiring that all leaf nodes be at the same depth. This depth will increase slowly as elements are added to the tree, but an increase in the overall depth is infrequent, and results in all leaf nodes being one more node further away from the root.

B-trees have substantial advantages over alternative implementations when node access times far exceed access times within nodes, because then the cost of accessing the node may be amortized over multiple operations within the node. This usually occurs when the nodes are in secondary storage such as disk drives. By maximizing the number of child nodes within each internal node, the height of the tree decreases and the number of expensive node accesses is reduced. In addition, rebalancing the tree occurs less often. The maximum number of child nodes depends on the information that must be stored for each child node and the size of a full disk block or an analogous size in secondary storage. While 2-3 B-trees are easier to explain, practical B-trees using secondary storage want a large number of child nodes to improve performance.

**Variants**

The term **B-tree** may refer to a specific design or it may refer to a general class of designs. In the narrow sense, a B-tree stores keys in its internal nodes but need not store those keys in the records at the leaves. The general class includes variations such as the B*-tree and the B*-tree.

- In the B*-tree, copies of the keys are stored in the internal nodes; the keys and records are stored in leaves; in addition, a leaf node may include a pointer to the next leaf node to speed sequential access. (Comer 1979, p. 129)
- The B*-tree balances more neighboring internal nodes to keep the internal nodes more densely packed. (Comer 1979, p. 129) This variant requires non-root nodes to be at least 2/3 full instead of 1/2. (Knuth 1998, p. 488) To maintain this, instead of immediately splitting up a node when it gets full, its keys are shared with a node next to it. When both nodes are full, then the two nodes are split into three.
- Counted B-trees store, with each pointer within the tree, the number of nodes in the subtree below that pointer.\(^1\) This allows rapid searches for the Nth record in key order, or counting the number of records between any two records, and various other related operations.

**Etymology unknown**

Rudolf Bayer and Ed McCreight invented the B-tree while working at Boeing Research Labs in 1971 (Bayer & McCreight 1972), but they did not explain what, if anything, the B stands for. Douglas Comer explains:

> The origin of "B-tree" has never been explained by the authors. As we shall see, "balanced," "broad," or "bushy" might apply. Others suggest that the "B" stands for Boeing. Because of his contributions, however, it seems appropriate to think of B-trees as "Bayer"-trees. (Comer 1979, p. 123 footnote 1)

Donald Knuth speculates on the etymology of B-trees in his May, 1980 lecture on the topic "CS144C classroom lecture about disk storage and B-trees", suggesting the "B" may have originated from Boeing or from Bayer's name.\(^2\)
The database problem

Time to search a sorted file

Usually, sorting and searching algorithms have been characterized by the number of comparison operations that must be performed using order notation. A binary search of a sorted table with \(N\) records, for example, can be done in \(O(\log_2 N)\) comparisons. If the table had 1,000,000 records, then a specific record could be located with about 20 comparisons: \(\log_2 1,000,000 = 19.931\ldots\)

Large databases have historically been kept on disk drives. The time to read a record on a disk drive can dominate the time needed to compare keys once the record is available. The time to read a record from a disk drive involves a seek time and a rotational delay. The seek time may be 0 to 20 or more milliseconds, and the rotational delay averages about half the rotation period. For a 7200 RPM drive, the rotation period is 8.33 milliseconds. For a drive such as the Seagate ST3500320NS, the track-to-track seek time is 0.8 milliseconds and the average reading seek time is 8.5 milliseconds.\(^3\) For simplicity, assume reading from disk takes about 10 milliseconds.

Naively, then, the time to locate one record out of a million would take 20 disk reads times 10 milliseconds per disk read, which is 0.2 seconds.

The time won't be that bad because individual records are grouped together in a disk block. A disk block might be 16 kilobytes. If each record is 160 bytes, then 100 records could be stored in each block. The disk read time above was actually for an entire block. Once the disk head is in position, one or more disk blocks can be read with little delay. With 100 records per block, the last 6 or so comparisons don't need to do any disk reads—the comparisons are all within the last disk block read.

To speed the search further, the first 13 to 14 comparisons (which each required a disk access) must be sped up.

An index speeds the search

A significant improvement can be made with an index. In the example above, initial disk reads narrowed the search range by a factor of two. That can be improved substantially by creating an auxiliary index that contains the first record in each disk block (sometimes called a sparse index). This auxiliary index would be 1% of the size of the original database, but it can be searched more quickly. Finding an entry in the auxiliary index would tell us which block to search in the main database; after searching the auxiliary index, we would have to search only that one block of the main database—at a cost of one more disk read. The index would hold 10,000 entries, so it would take at most 14 comparisons. Like the main database, the last 6 or so comparisons in the aux index would be on the same disk block. The index could be searched in about 8 disk reads, and the desired record could be accessed in 9 disk reads.

The trick of creating an auxiliary index can be repeated to make an auxiliary index to the auxiliary index. That would make an aux-aux index that would need only 100 entries and would fit in one disk block.

Instead of reading 14 disk blocks to find the desired record, we only need to read 3 blocks. Reading and searching the first (and only) block of the aux-aux index identifies the relevant block in aux-index. Reading and searching that aux-index block identifies the relevant block in the main database. Instead of 150 milliseconds, we need only 30 milliseconds to get the record.

The auxiliary indices have turned the search problem from a binary search requiring roughly \(\log_2 N\) disk reads to one requiring only \(\log_{100} N\) disk reads where \(b\) is the blocking factor (the number of entries per block: \(b = 100\) entries per block; \(\log_{100} 1,000,000 = 3\) reads).

In practice, if the main database is being frequently searched, the aux-aux index and much of the aux index may reside in a disk cache, so they would not incur a disk read.
**Insertions and deletions cause trouble**

If the database does not change, then compiling the index is simple to do, and the index need never be changed. If there are changes, then managing the database and its index becomes more complicated.

Deleting records from a database doesn't cause much trouble. The index can stay the same, and the record can just be marked as deleted. The database stays in sorted order. If there are a lot of deletions, then the searching and storage become less efficient.

Insertions are a disaster in a sorted sequential file because room for the inserted record must be made. Inserting a record before the first record in the file requires shifting all of the records down one. Such an operation is just too expensive to be practical.

A trick is to leave some space lying around to be used for insertions. Instead of densely storing all the records in a block, the block can have some free space to allow for subsequent insertions. Those records would be marked as if they were "deleted" records.

Now, both insertions and deletions are fast as long as space is available on a block. If an insertion won't fit on the block, then some free space on some nearby block must be found and the auxiliary indices adjusted. The hope is that enough space is nearby such that a lot of blocks do not need to be reorganized. Alternatively, some out-of-sequence disk blocks may be used.

**The B-tree uses all those ideas**

The B-tree uses all of the ideas described above. In particular, a B-tree:

- keeps keys in sorted order for sequential traversing
- uses a hierarchical index to minimize the number of disk reads
- uses partially full blocks to speed insertions and deletions
- keeps the index balanced with an elegant recursive algorithm

In addition, a B-tree minimizes waste by making sure the interior nodes are at least half full. A B-tree can handle an arbitrary number of insertions and deletions.

**Technical description**

**Terminology**

Unfortunately, the literature on B-trees is not uniform in its use of terms relating to B-Trees. (Folk & Zoellick 1992, p. 362)

Bayer & McCreight (1972), Comer (1979), and others define the order of B-tree as the minimum number of keys in a non-root node. Folk & Zoellick (1992) points out that terminology is ambiguous because the maximum number of keys is not clear. An order 3 B-tree might hold a maximum of 6 keys or a maximum of 7 keys. (Knuth 1998, p. 483) avoids the problem by defining the order to be maximum number of children (which is one more than the maximum number of keys).

The term leaf is also inconsistent. Bayer & McCreight (1972) considered the leaf level to be the lowest level of keys, but Knuth considered the leaf level to be one level below the lowest keys. (Folk & Zoellick 1992, p. 363) There are many possible implementation choices. In some designs, the leaves may hold the entire data record; in other designs, the leaves may only hold pointers to the data record. Those choices are not fundamental to the idea of a B-tree.\[4\]

There are also unfortunate choices like using the variable k to represent the number of children when k could be confused with the number of keys.

For simplicity, most authors assume there are a fixed number of keys that fit in a node. The basic assumption is the key size is fixed and the node size is fixed. In practice, variable length keys may be employed. (Folk & Zoellick
Definition
According to Knuth's definition, a B-tree of order \( m \) (the maximum number of children for each node) is a tree which satisfies the following properties:

1. Every node has at most \( m \) children.
2. Every node (except root) has at least \( \lceil m/2 \rceil \) children.
3. The root has at least two children if it is not a leaf node.
4. A non-leaf node with \( k \) children contains \( k-1 \) keys.
5. All leaves appear in the same level, and carry information.

Each internal node’s elements act as separation values which divide its subtrees. For example, if an internal node has 3 child nodes (or subtrees) then it must have 2 separation values or elements: \( a_1 \) and \( a_2 \). All values in the leftmost subtree will be less than \( a_1 \), all values in the middle subtree will be between \( a_1 \) and \( a_2 \), and all values in the rightmost subtree will be greater than \( a_2 \).

Internal nodes
Internal nodes are all nodes except for leaf nodes and the root node. They are usually represented as an ordered set of elements and child pointers. Every internal node contains a maximum of \( U \) children and a minimum of \( L \) children. Thus, the number of elements is always 1 less than the number of child pointers (the number of elements is between \( L-1 \) and \( U-1 \)). \( U \) must be either \( 2L \) or \( 2L-1 \); therefore each internal node is at least half full. The relationship between \( U \) and \( L \) implies that two half-full nodes can be joined to make a legal node, and one full node can be split into two legal nodes (if there’s room to push one element up into the parent). These properties make it possible to delete and insert new values into a B-tree and adjust the tree to preserve the B-tree properties.

The root node
The root node’s number of children has the same upper limit as internal nodes, but has no lower limit. For example, when there are fewer than \( L-1 \) elements in the entire tree, the root will be the only node in the tree, with no children at all.

Leaf nodes
Leaf nodes have the same restriction on the number of elements, but have no children, and no child pointers.

A B-tree of depth \( n+1 \) can hold about \( U \) times as many items as a B-tree of depth \( n \), but the cost of search, insert, and delete operations grows with the depth of the tree. As with any balanced tree, the cost grows much more slowly than the number of elements.

Some balanced trees store values only at leaf nodes, and use different kinds of nodes for leaf nodes and internal nodes. B-trees keep values in every node in the tree, and may use the same structure for all nodes. However, since leaf nodes never have children, the B-trees benefit from improved performance if they use a specialized structure.
**Best case and worst case heights**

Let $h$ be the height of the classic B-tree. Let $n > 0$ be the number of entries in the tree.\(^5\) Let $m$ be the maximum number of children a node can have. Each node can have at most $m-1$ keys.

It can be shown (by induction for example) that a B-tree of height $h$ with all its keys completely filled has $n = m^h - 1$ keys. Hence, the best case height of a B-tree is:

$$\lceil \log_m (n + 1) \rceil.$$ 

Let $d$ be the minimum number of children an internal (non-root) node can have. For an ordinary B-tree, $d = \lceil m/2 \rceil$.

The worst case height of a B-tree is:

$$\lfloor \log_d ((n + 1)/2) + 1 \rfloor$$

Comer (1979, p. 127) and Cormen et al. (year, pp. 383–384) give a slightly different expression for the worst case height (perhaps because the root node is considered to have height 0).

$$h \leq \lceil \log_d \left(\frac{n + 1}{2}\right) \rceil.$$
Algorithms

Search
Searching is similar to searching a binary search tree. Starting at the root, the tree is recursively traversed from top to bottom. At each level, the search chooses the child pointer (subtree) whose separation values are on either side of the search value.

Binary search is typically (but not necessarily) used within nodes to find the separation values and child tree of interest.

Insertion
All insertions start at a leaf node. To insert a new element, search the tree to find the leaf node where the new element should be added. Insert the new element into that node with the following steps:

1. If the node contains fewer than the maximum legal number of elements, then there is room for the new element. Insert the new element in the node, keeping the node's elements ordered.
2. Otherwise the node is full, evenly split it into two nodes so:
   1. A single median is chosen from among the leaf's elements and the new element.
   2. Values less than the median are put in the new left node and values greater than the median are put in the new right node, with the median acting as a separation value.
   3. The separation value is inserted in the node's parent, which may cause it to be split, and so on. If the node has no parent (i.e., the node was the root), create a new root above this node (increasing the height of the tree).

If the splitting goes all the way up to the root, it creates a new root with a single separator value and two children, which is why the lower bound on the size of internal nodes does not apply to the root. The maximum number of elements per node is $U−1$. When a node is split, one element moves to the parent, but one element is added. So, it must be possible to divide the maximum number $U−1$ of elements into two legal nodes. If this number is odd, then $U=2L$ and one of the new nodes contains $(U−2)/2 = L−1$ elements, and hence is a legal node, and the other contains one more element, and hence it is legal too. If $U−1$ is even, then $U=2L−1$, so there are $2L−2$ elements in the node. Half of this number is $L−1$, which is the minimum number of elements allowed per node.

An improved algorithm (Mond & Raz 1985) supports a single pass down the tree from the root to the node where the insertion will take place, splitting any full nodes encountered on the way. This prevents the need to recall the parent nodes into memory, which may be expensive if the nodes are on secondary storage. However, to use this improved algorithm, we must be able to send one element to the parent and split the remaining $U−2$ elements into two legal nodes, without adding a new element. This requires $U = 2L$ rather than $U = 2L−1$, which accounts for why some textbooks impose this requirement in defining B-trees.
Deletion

There are two popular strategies for deletion from a B-Tree.

1. Locate and delete the item, then restructure the tree to regain its invariants, OR
2. Do a single pass down the tree, but before entering (visiting) a node, restructure the tree so that once the key to be deleted is encountered, it can be deleted without triggering the need for any further restructuring

The algorithm below uses the former strategy.

There are two special cases to consider when deleting an element:

1. The element in an internal node is a separator for its child nodes
2. Deleting an element may put its node under the minimum number of elements and children

The procedures for these cases are in order below.

Deletion from a leaf node

1. Search for the value to delete.
2. If the value is in a leaf node, simply delete it from the node.
3. If underflow happens, rebalance the tree as described in section "Rebalancing after deletion" below.

Deletion from an internal node

Each element in an internal node acts as a separation value for two subtrees, therefore we need to find a replacement for separation. Note that the largest element in the left subtree is still less than the separator. Likewise, the smallest element in the right subtree is still greater than the separator. Both of those elements are in leaf nodes, and either one can be the new separator for the two subtrees. Algorithmically described below:

1. Choose a new separator (either the largest element in the left subtree or the smallest element in the right subtree), remove it from the leaf node it is in, and replace the element to be deleted with the new separator.
2. This has deleted an element from a leaf node, and so is now equivalent to the previous case.

Rebalancing after deletion

If deleting an element from a leaf node has brought it under the minimum size, some elements must be redistributed to bring all nodes up to the minimum. In some cases the rearrangement will move the deficiency to the parent, and the redistribution must be applied iteratively up the tree, perhaps even to the root. Since the minimum element count doesn't apply to the root, making the root be the only deficient node is not a problem. The algorithm to rebalance the tree is as follows:

1. If the right sibling has more than the minimum number of elements
   1. Add the separator to the end of the deficient node
   2. Replace the separator in the parent with the first element of the right sibling
   3. Append the first child of the right sibling as the last child of the deficient node
2. Otherwise, if the left sibling has more than the minimum number of elements
   1. Add the separator to the start of the deficient node
   2. Replace the separator in the parent with the last element of the left sibling
   3. Insert the last child of the left sibling as the first child of the deficient node
3. If both immediate siblings have only the minimum number of elements
   1. Create a new node with all the elements from the deficient node, all the elements from one of its siblings, and the separator in the parent between the two combined sibling nodes
   2. Remove the separator from the parent, and replace the two children it separated with the combined node
   3. If that brings the number of elements in the parent under the minimum, repeat these steps with that deficient node, unless it is the root, since the root is permitted to be deficient
The only other case to account for is when the root has no elements and one child. In this case it is sufficient to replace it with its only child.

**Initial construction**

In applications, it is frequently useful to build a B-tree to represent a large existing collection of data and then update it incrementally using standard B-tree operations. In this case, the most efficient way to construct the initial B-tree is not to insert every element in the initial collection successively, but instead to construct the initial set of leaf nodes directly from the input, then build the internal nodes from these. This approach to B-tree construction is called bulkloading. Initially, every leaf but the last one has one extra element, which will be used to build the internal nodes.

For example, if the leaf nodes have maximum size 4 and the initial collection is the integers 1 through 24, we would initially construct 4 leaf nodes containing 5 values each and 1 which contains 4 values:

```
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
```

We build the next level up from the leaves by taking the last element from each leaf node except the last one. Again, each node except the last will contain one extra value. In the example, suppose the internal nodes contain at most 2 values (3 child pointers). Then the next level up of internal nodes would be:

```
5 10 15 20
```

```
1 2 3 4 6 7 8 9 11 12 13 14 16 17 18 19 21 22 23 24
```

This process is continued until we reach a level with only one node and it is not overfilled. In the example only the root level remains:

```
15
```

```
5 10 20
```

```
1 2 3 4 6 7 8 9 11 12 13 14 16 17 18 19 21 22 23 24
```
In filesystems

In addition to its use in databases, the B-tree is also used in filesystems to allow quick random access to an arbitrary block in a particular file. The basic problem is turning the file block \( i \) address into a disk block (or perhaps to a cylinder-head-sector) address.

Some operating systems require the user to allocate the maximum size of the file when the file is created. The file can then be allocated as contiguous disk blocks. Converting to a disk block: the operating system just adds the file block address to the starting disk block of the file. The scheme is simple, but the file cannot exceed its created size.

Other operating systems allow a file to grow. The resulting disk blocks may not be contiguous, so mapping logical blocks to physical blocks is more involved.

MS-DOS, for example, used a simple File Allocation Table (FAT). The FAT has an entry for each disk block,\(^6\) and that entry identifies whether its block is used by a file and if so, which block (if any) is the next disk block of the same file. So, the allocation of each file is represented as a linked list in the table. In order to find the disk address of file block \( i \), the operating system (or disk utility) must sequentially follow the file's linked list in the FAT. Worse, to find a free disk block, it must sequentially scan the FAT. For MS-DOS, that was not a huge penalty because the disks and files were small and the FAT had few entries and relatively short file chains. In the FAT12 filesystem (used on floppy disks and early hard disks), there were no more than 4,080\(^7\) entries, and the FAT would usually be resident in memory. As disks got bigger, the FAT architecture began to confront penalties. On a large disk using FAT, it may be necessary to perform disk reads to learn the disk location of a file block to be read or written.

TOPS-20 (and possibly TENEX) used a 0 to 2 level tree that has similarities to a B-Tree. A disk block was 512 36-bit words. If the file fit in a 512 \( (2^9) \) word block, then the file directory would point to that physical disk block. If the file fit in \( 2^{18} \) words, then the directory would point to an aux index; the 512 words of that index would either be NULL (the block isn't allocated) or point to the physical address of the block. If the file fit in \( 2^{27} \) words, then the directory would point to a block holding an aux-aux index; each entry would either be NULL or point to an aux index. Consequently, the physical disk block for a \( 2^{27} \) word file could be located in two disk reads and read on the third.

Apple's filesystem HFS+, Microsoft's NTFS,\(^8\) AIX (jfs2) and some Linux filesystems, such as btrfs and Ext4, use B-trees.

B*-trees are used in the HFS and Reiser4 file systems.

Variations

Access concurrency

Lehman and Yao\(^9\) showed that all read locks could be avoided (and thus concurrent access greatly improved) by linking the tree blocks at each level together with a "next" pointer. This results in a tree structure where both insertion and search operations descend from the root to the leaf. Write locks are only required as a tree block is modified. This maximizes access concurrency by multiple users, an important consideration for databases and/or other B-Tree based ISAM storage methods. The cost associated with this improvement is that empty pages cannot be removed from the btree during normal operations. (However, see \(^{10}\) for various strategies to implement node merging, and source code at.\(^{11}\))

United States Patent 5283894, granted In 1994, appears to show a way to use a 'Meta Access Method'\(^{12}\) to allow concurrent B+Tree access and modification without locks. The technique accesses the tree 'upwards' for both searches and updates by means of additional in-memory indexes that point at the blocks in each level in the block cache. No reorganization for deletes is needed and there are no 'next' pointers in each block as in Lehman and Yao.
Notes

[4] Bayer & McCreight (1972) avoided the issue by saying an index element is a (physically adjacent) pair of (x, a) where x is the key, and a is some associated information. The associated information might be a pointer to a record or records in a random access, but what it was didn't really matter. Bayer & McCreight (1972) states, "For this paper the associated information is of no further interest."
[5] If n is zero, then no root node is needed, so the height of an empty tree is not well defined.
[6] For FAT, what is called a "disk block" here is what the FAT documentation calls a "cluster", which is fixed-size group of one or more contiguous whole physical disk sectors. For the purposes of this discussion, a cluster has no significant difference from a physical sector.
[7] Two of these were reserved for special purposes, so only 4078 could actually represent disk blocks (clusters).
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In computer science, an **AVL tree** is a self-balancing binary search tree, and it was the first such data structure to be invented.[1] In an AVL tree, the heights of the two child subtrees of any node differ by at most one; if at any time they differ by more than one, rebalancing is done to restore this property. Lookup, insertion, and deletion all take $O(\log n)$ time in both the average and worst cases, where $n$ is the number of nodes in the tree prior to the operation. Insertions and deletions may require the tree to be rebalanced by one or more tree rotations.

The AVL tree is named after its two Soviet inventors, G. M. Adelson-Velskii and E. M. Landis, who published it in their 1962 paper "An algorithm for the organization of information".[2]

AVL trees are often compared with red-black trees because they support the same set of operations and because red-black trees also take $O(\log n)$ time for the basic operations. Because AVL trees are more rigidly balanced, they are faster than red-black trees for lookup-intensive applications.[3] Similar to red-black trees, AVL trees are in general not weight-balanced,[4] that is, sibling nodes can have hugely differing numbers of descendants.

## Operations

Basic operations of an AVL tree involve carrying out the same actions as would be carried out on an unbalanced binary search tree, but modifications are preceded or followed by one or more operations called tree rotations, which help to restore the height balance of the subtrees.

### Searching

Lookup in an AVL tree is performed exactly like in any unbalanced binary search tree. Because of the height-balancing of the tree, a lookup takes $O(\log n)$ time. No special actions need to be taken, and the tree's structure is not modified by lookups. (This is in contrast to splay tree lookups, which do modify their tree's structure.)

If each node additionally records the size of its subtree (including itself and its descendants), then the nodes can be retrieved by index in $O(\log n)$ time as well.
Once a node has been found in a balanced tree, the next or previous nodes can be explored in amortized constant time. Some instances of exploring these "nearby" nodes require traversing up to $2 \times \log(n)$ links (particularly when moving from the rightmost leaf of the root's left subtree to the leftmost leaf of the root's right subtree). However, exploring all $n$ nodes of the tree in this manner would use each link exactly twice: one traversal to enter the subtree rooted at that node, and another to leave that node's subtree after having explored it. And since there are $n-1$ links in any tree, the amortized cost is found to be $2 \times (n-1)/n$, or approximately 2.

**Insertion**

After inserting a node, it is necessary to check each of the node's ancestors for consistency with the rules of AVL. The balance factor is calculated as follows: $\text{balanceFactor} = \text{height(left-subtree)} - \text{height(right-subtree)}$. For each node checked, if the balance factor remains $-1$, 0, or +1 then no rotations are necessary. However, if balance factor becomes less than -1 or greater than +1, the subtree rooted at this node is unbalanced. If insertions are performed serially, after each insertion, at most one of the following cases needs to be resolved to restore the entire tree to the rules of AVL.

There are four cases which need to be considered, of which two are symmetric to the other two. Let P be the root of the unbalanced subtree, with R and L denoting the right and left children of P respectively.

**Right-Right case and Right-Left case:**

- If the balance factor of P is -2 then the right subtree outweighs the left subtree of the given node, and the balance factor of the right child (R) must be checked. The left rotation with P as the root is necessary.
  - If the balance factor of R is -1, a single left rotation (with P as the root) is needed (Right-Right case).
  - If the balance factor of R is +1, two different rotations are needed. The first rotation is a right rotation with R as the root. The second is a left rotation with P as the root (Right-Left case).

**Left-Left case and Left-Right case:**

- If the balance factor of P is 2, then the left subtree outweighs the right subtree of the given node, and the balance factor of the left child (L) must be checked. The right rotation with P as the root is necessary.
  - If the balance factor of L is +1, a single right rotation (with P as the root) is needed (Left-Left case).
  - If the balance factor of L is -1, two different rotations are needed. The first rotation is a left rotation with L as the root. The second is a right rotation with P as the root (Left-Right case).
**Deletion**

If the node is a leaf or has only one child, remove it. Otherwise, replace it with either the largest in its left sub tree (in order predecessor) or the smallest in its right sub tree (in order successor), and remove that node. The node that was found as a replacement has at most one sub tree. After deletion, retrace the path back up the tree (parent of the replacement) to the root, adjusting the balance factors as needed.

As with all binary trees, a node's in-order successor is the left-most child of its right subtree, and a node's in-order predecessor is the right-most child of its left subtree. In either case, this node will have zero or one children. Delete it according to one of the two simpler cases above.

In addition to the balancing described above for insertions, if the balance factor for the tree is 2 and that of the left subtree is 0, a right rotation must be performed on P. The mirror of this case is also necessary.

The retracing can stop if the balance factor becomes −1 or +1 indicating that the height of that subtree has remained unchanged. If the balance factor becomes 0 then the height of the subtree has decreased by one and the retracing needs to continue. If the balance factor becomes −2 or +2 then the subtree is unbalanced and needs to be rotated to fix it. If the rotation leaves the subtree's balance factor at 0 then the retracing towards the root must continue since the height of this subtree has decreased by one. This is in contrast to an insertion where a rotation resulting in a balance factor of 0 indicated that the subtree's height has remained unchanged.

The time required is \( O(\log n) \) for lookup, plus a maximum of \( O(\log n) \) rotations on the way back to the root, so the operation can be completed in \( O(\log n) \) time.

**Comparison to other structures**

Both AVL trees and red-black trees are self-balancing binary search trees, so they are very similar mathematically. The operations to balance the trees are different, but both occur in \( O(\log n) \) time. The real difference between the two is the limiting height. For a tree of size \( n \):

- An AVL tree's height is strictly less than: \[^5][6]\n
\[
\log_\varphi(\sqrt{5}(n+2)) - 2 = \frac{\log_2(\sqrt{5}(n + 2))}{\log_2(\varphi)} - 2 = \log_\varphi(2)\cdot\log_{\sqrt{5}(n+2)}/\log_2(\varphi) - 2 \approx 1.44\log_2(n+2) - 0.328
\]

where \( \varphi \) is the golden ratio.

- A red-black tree's height is at most \( 2\log_2(n + 1) \) \[^7\]

AVL trees are more rigidly balanced than red-black trees, leading to slower insertion and removal but faster retrieval.
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* xdg library (https://github.com/vilkov/libxdg/wiki) by Dmitriy Vilkov: Serializable straight C-implementation could easily be taken from this library under GNU-LGPL and AFL v2.0 licenses.
* Description from the Dictionary of Algorithms and Data Structures (http://www.nist.gov/dads/HTML/avltree.html)
* Python Implementation (http://github.com/pografov/python-avl-tree/)
* Single C header file by Ian Piumarta (http://piumarta.com/software/tree/)
* AVL Tree Demonstration (http://www.strille.net/works/media_technology_projects/avl-tree_2001/)
* AVL tree applet – all the operations (http://webdiis.unizar.es/asignaturas/EDA/AVLTree/avltree.html)
* Fast and efficient implementation of AVL Trees (http://github.com/fbuihuu/libtree)
* PHP Implementation (https://github.com/mondrake/Rbppavl)
* C++ implementation which can be used as an array (http://www.codeproject.com/Articles/12347/AVL-Binary-Tree-for-C)
* Self balancing AVL tree with Concat and Split operations (http://code.google.com/p/self-balancing-avl-tree/)
A red–black tree is a type of self-balancing binary search tree, a data structure used in computer science, typically used to implement associative arrays.

Since it is a balanced tree, it guarantees searching, insertion, and deletion in $O(\log n)$ time, where $n$ is the total number of elements in the tree.\(^1\)

**History**

The original structure was invented in 1972 by Rudolf Bayer\(^2\) and named "symmetric binary B-tree," but acquired its modern name in a paper in 1978 by Leonidas J. Guibas and Robert Sedgewick.\(^3\)

**Terminology**

A red–black tree is a special type of binary tree, used in computer science to organize pieces of comparable data, such as text fragments or numbers.

The leaf nodes of red–black trees do not contain data. These leaves need not be explicit in computer memory—a null child pointer can encode the fact that this child is a leaf—but it simplifies some algorithms for operating on red–black trees if the leaves really are explicit nodes. To save memory, sometimes a single sentinel node performs the role of all leaf nodes; all references from internal nodes to leaf nodes then point to the sentinel node.

Red–black trees, like all binary search trees, allow efficient in-order traversal (that is: in the order Left–Root–Right) of their elements. The search-time results from the traversal from root to leaf, and therefore a balanced tree, having the least possible tree height, results in $O(\log n)$ search time.
Properties

In addition to the requirements imposed on a binary search trees, with red–black trees:

1. A node is either red or black.
2. The root is black. (This rule is sometimes omitted. Since the root can always be changed from red to black, but not necessarily vice-versa, this rule has little effect on analysis.)
3. All leaves (NIL) are black. (All leaves are same color as the root.)
4. Both children of every red node are black.
5. Every simple path from a given node to any of its descendant leaves contains the same number of black nodes.

These constraints enforce a critical property of red–black trees: that the path from the root to the furthest leaf is no more than twice as long as the path from the root to the nearest leaf. The result is that the tree is roughly height-balanced. Since operations such as inserting, deleting, and finding values require worst-case time proportional to the height of the tree, this theoretical upper bound on the height allows red–black trees to be efficient in the worst case, unlike ordinary binary search trees. Red-black trees are in general not weight-balanced\[4\], that is sibling nodes can have hugely differing numbers of descendants.

To see why this is guaranteed, it suffices to consider the effect of properties 4 and 5 together. For a red–black tree T, let B be the number of black nodes in property 5. Therefore the shortest possible path from the root of T to any leaf consists of B black nodes. Longer possible paths may be constructed by inserting red nodes. However, property 4 makes it impossible to insert more than one consecutive red node. Therefore the longest possible path consists of 2B nodes, alternating black and red.

The shortest possible path has all black nodes, and the longest possible path alternates between red and black nodes. Since all maximal paths have the same number of black nodes, by property 5, this shows that no path is more than twice as long as any other path.

In many of the presentations of tree data structures, it is possible for a node to have only one child, and leaf nodes contain data. It is possible to present red–black trees in this paradigm, but it changes several of the properties and complicates the algorithms. For this reason, this article uses "null leaves", which contain no data and merely serve to indicate where the tree ends, as shown above. These nodes are often omitted in drawings, resulting in a tree that seems to contradict the above principles, but in fact does not. A consequence of this is that all internal (non-leaf) nodes have two children, although one or both of those children may be null leaves. Property 5 ensures that a red node must have either two black null leaves or two black non-leaves as children. For a black node with one null leaf child and one non-null-leaf child, properties 3, 4 and 5 ensure that the non-null-leaf child must be a red node with two black null leaves as children.

Some explain a red–black tree as a binary search tree whose edges, instead of nodes, are colored in red or black, but this does not make any difference. The color of a node in this article's terminology corresponds to the color of the edge connecting the node to its parent, except that the root node is always black (property 2) whereas the corresponding edge does not exist.
Analogy to B-trees of order 4

A red–black tree is similar in structure to a B-tree of order 4, where each node can contain between 1 to 3 values and (accordingly) between 2 to 4 child pointers. In such B-tree, each node will contain only one value matching the value in a black node of the red–black tree, with an optional value before and/or after it in the same node, both matching an equivalent red node of the red–black tree.

One way to see this equivalence is to "move up" the red nodes in a graphical representation of the red–black tree, so that they align horizontally with their parent black node, by creating together a horizontal cluster. In the B-tree, or in the modified graphical representation of the red–black tree, all leaf nodes are at the same depth.

The red–black tree is then structurally equivalent to a B-tree of order 4, with a minimum fill factor of 33% of values per cluster with a maximum capacity of 3 values.

This B-tree type is still more general than a red–black tree though, as it allows ambiguity in a red–black tree conversion—multiple red–black trees can be produced from an equivalent B-tree of order 4. If a B-tree cluster contains only 1 value, it is the minimum, black, and has two child pointers. If a cluster contains 3 values, then the central value will be black and each value stored on its sides will be red. If the cluster contains two values, however, either one can become the black node in the red–black tree (and the other one will be red).

So the order-4 B-tree does not maintain which of the values contained in each cluster is the root black tree for the whole cluster and the parent of the other values in the same cluster. Despite this, the operations on red–black trees are more economical in time because you don't have to maintain the vector of values. It may be costly if values are stored directly in each node rather than being stored by reference. B-tree nodes, however, are more economical in space because you don't need to store the color attribute for each node. Instead, you have to know which slot in the cluster vector is used. If values are stored by reference, e.g. objects, null references can be used and so the cluster can be represented by a vector containing 3 slots for value pointers plus 4 slots for child references in the tree. In that case, the B-tree can be more compact in memory, improving data locality.

The same analogy can be made with B-trees with larger orders that can be structurally equivalent to a colored binary tree: you just need more colors. Suppose that you add blue, then the blue–red–black tree defined like red–black trees but with the additional constraint that no two successive nodes in the hierarchy will be blue and all blue nodes will be children of a red node, then it becomes equivalent to a B-tree whose clusters will have at most 7 values in the following colors: blue, red, blue, black, blue, red, blue (For each cluster, there will be at most 1 black node, 2 red nodes, and 4 blue nodes).

For moderate volumes of values, insertions and deletions in a colored binary tree are faster compared to B-trees because colored trees don't attempt to maximize the fill factor of each horizontal cluster of nodes (only the minimum fill factor is guaranteed in colored binary trees, limiting the number of splits or junctions of clusters). B-trees will be faster for performing rotations (because rotations will frequently occur within the same cluster rather than with multiple separate nodes in a colored binary tree). However for storing large volumes, B-trees will be much faster as they will be more compact by grouping several children in the same cluster where they can be accessed locally.

All optimizations possible in B-trees to increase the average fill factors of clusters are possible in the equivalent multicolored binary tree. Notably, maximizing the average fill factor in a structurally equivalent B-tree is the same as reducing the total height of the multicolored tree, by increasing the number of non-black nodes. The worst case
occurs when all nodes in a colored binary tree are black, the best case occurs when only a third of them are black (and the other two thirds are red nodes).

Applications and related data structures

Red–black trees offer worst-case guarantees for insertion time, deletion time, and search time. Not only does this make them valuable in time-sensitive applications such as real-time applications, but it makes them valuable building blocks in other data structures which provide worst-case guarantees; for example, many data structures used in computational geometry can be based on red–black trees, and the Completely Fair Scheduler used in current Linux kernels uses red–black trees.

The AVL tree is another structure supporting $O(\log n)$ search, insertion, and removal. It is more rigidly balanced than red–black trees, leading to slower insertion and removal but faster retrieval. This makes it attractive for data structures that may be built once and loaded without reconstruction, such as language dictionaries (or program dictionaries, such as the opcodes of an assembler or interpreter).

Red–black trees are also particularly valuable in functional programming, where they are one of the most common persistent data structures, used to construct associative arrays and sets which can retain previous versions after mutations. The persistent version of red–black trees requires $O(\log n)$ space for each insertion or deletion, in addition to time.

For every 2-4 tree, there are corresponding red–black trees with data elements in the same order. The insertion and deletion operations on 2-4 trees are also equivalent to color-flipping and rotations in red–black trees. This makes 2-4 trees an important tool for understanding the logic behind red–black trees, and this is why many introductory algorithm texts introduce 2-4 trees just before red–black trees, even though 2-4 trees are not often used in practice.

In 2008, Sedgewick introduced a simpler version of the red–black tree called the left-leaning red-black tree[^5] by eliminating a previously unspecified degree of freedom in the implementation. The LLRB maintains an additional invariant that all red links must lean left except during inserts and deletes. Red–black trees can be made isometric to either 2-3 trees,[^6] or 2-4 trees,[^5] for any sequence of operations. The 2-4 tree isometry was described in 1978 by Sedgewick. With 2-4 trees, the isometry is resolved by a "color flip," corresponding to a split, in which the red color of two children nodes leaves the children and moves to the parent node. The tango tree, a type of tree optimized for fast searches, usually uses red–black trees as part of its data structure.

Operations

Read-only operations on a red–black tree require no modification from those used for binary search trees, because every red–black tree is a special case of a simple binary search tree. However, the immediate result of an insertion or removal may violate the properties of a red–black tree. Restoring the red–black properties requires a small number ($O(\log n)$ or amortized $O(1)$) of color changes (which are very quick in practice) and no more than three tree rotations (two for insertion). Although insert and delete operations are complicated, their times remain $O(\log n)$.

Insertion

Insertion begins by adding the node as any binary search tree insertion does and by coloring it red. Whereas in the binary search tree, we always add a leaf, in the red–black tree leaves contain no information, so instead we add a red interior node, with two black leaves, in place of an existing black leaf.

What happens next depends on the color of other nearby nodes. The term uncle node will be used to refer to the sibling of a node's parent, as in human family trees. Note that:

- property 3 (all leaves are black) always holds.
- property 4 (both children of every red node are black) is threatened only by adding a red node, repainting a black node red, or a rotation.
property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is threatened only by adding a black node, repainting a red node black (or vice versa), or a rotation.

Note: The label \( N \) will be used to denote the current node (colored red). At the beginning, this is the new node being inserted, but the entire procedure may also be applied recursively to other nodes (see case 3). \( P \) will denote \( N \)'s parent node, \( G \) will denote \( N \)'s grandparent, and \( U \) will denote \( N \)'s uncle. Note that in between some cases, the roles and labels of the nodes are exchanged, but in each case, every label continues to represent the same node it represented at the beginning of the case. Any color shown in the diagram is either assumed in its case or implied by those assumptions.

Each case will be demonstrated with example C code. The uncle and grandparent nodes can be found by these functions:

```c
struct node *grandparent(struct node *n) {
    if ((n != NULL) && (n->parent != NULL))
        return n->parent->parent;
    else
        return NULL;
}

struct node *uncle(struct node *n) {
    struct node *g = grandparent(n);
    if (g == NULL)
        return NULL; // No grandparent means no uncle
    if (n->parent == g->left)
        return g->right;
    else
        return g->left;
}
```

**Case 1:** The current node \( N \) is at the root of the tree. In this case, it is repainted black to satisfy property 2 (the root is black). Since this adds one black node to every path at once, property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is not violated.

```c
void insert_case1(struct node *n) {
    if (n->parent == NULL)
        n->color = BLACK;
    else
        insert_case2(n);
}
```

**Case 2:** The current node's parent \( P \) is black, so property 4 (both children of every red node are black) is not invalidated. In this case, the tree is still valid. property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is not threatened, because the current node \( N \) has two black leaf children, but because \( N \) is red, the paths through each of its children have the same number of black nodes as the path through the leaf it replaced, which was black, and so this property remains satisfied.

```c
void insert_case2(struct node *n) {
    if (n->parent == NULL)
        n->color = BLACK;
    else
        insert_case2(n);
}
```
void insert_case2(struct node *n) {
    if (n->parent->color == BLACK)
        return; /* Tree is still valid */
    else
        insert_case3(n);
}

Note: In the following cases it can be assumed that N has a grandparent node G, because its parent P is red, and if it were the root, it would be black. Thus, N also has an uncle node U, although it may be a leaf in cases 4 and 5.

Case 3: If both the parent P and the uncle U are red, then both of them can be repainted black and the grandparent G becomes red (to maintain property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes)). Now, the current red node N has a black parent. Since any path through the parent or uncle must pass through the grandparent, the number of black nodes on these paths has not changed. However, the grandparent G may now violate properties 2 (The root is black) or 4 (Both children of every red node are black) (property 4 possibly being violated since G may have a red parent). To fix this, the entire procedure is recursively performed on G from case 1. Note that this is a tail-recursive call, so it could be rewritten as a loop; since this is the only loop, and any rotations occur after this loop, this proves that a constant number of rotations occur.

void insert_case3(struct node *n) {
    struct node *u = uncle(n), *g;
    
    if ((u != NULL) && (u->color == RED)) {
        n->parent->color = BLACK;
        u->color = BLACK;
        g = grandparent(n);
        g->color = RED;
        insert_case1(g);
    } else {
        insert_case4(n);  
    }
}

Note: In the remaining cases, it is assumed that the parent node P is the left child of its parent. If it is the right child, left and right should be reversed throughout cases 4 and 5. The code samples take care of this.
Case 4: The parent $P$ is red but the uncle $U$ is black; also, the current node $N$ is the right child of $P$, and $P$ in turn is the left child of its parent $G$. In this case, a left rotation that switches the roles of the current node $N$ and its parent $P$ can be performed; then, the former parent node $P$ is dealt with using case 5 (relabeling $N$ and $P$) because property 4 (both children of every red node are black) is still violated. The rotation causes some paths (those in the sub-tree labelled ”1”) to pass through the node $N$ where they did not before. It also causes some paths (those in the sub-tree labelled ”3”) not to pass through the node $P$ where they did before. However, both of these nodes are red, so property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is not violated by the rotation. After this case has been completed, property 4 (both children of every red node are black) is still violated, but now we can resolve this by continuing to case 5.

```c
void insert_case4(struct node *n)
{
    struct node *g = grandparent(n);

    if ((n == n->parent->right) && (n->parent == g->left)) {
        rotate_left(n->parent);
        n = n->left;
    } else if ((n == n->parent->left) && (n->parent == g->right)) {
        rotate_right(n->parent);
        n = n->right;
    }
    insert_case5(n);
}
```

Case 5: The parent $P$ is red but the uncle $U$ is black, the current node $N$ is the left child of $P$, and $P$ is the left child of its parent $G$. In this case, a right rotation on $G$ is performed; the result is a tree where the former parent $P$ is now the parent of both the current node $N$ and the former grandparent $G$. $G$ is known to be black, since its former child $P$ could not have been red otherwise (without violating property 4). Then, the colors of $P$ and $G$ are switched, and the resulting tree satisfies property 4 (both children of every red node are black). Property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) also remains satisfied, since all paths that went through any of these three nodes went through $G$ before, and now they all go through $P$. In each case, this is the only black node of the three.

```c
void insert_case5(struct node *n)
{
    struct node *g = grandparent(n);

    n->parent->color = BLACK;
    g->color = RED;
}
```
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```c
if (n == n->parent->left)
    rotate_right(g);
else
    rotate_left(g);
```

Note that inserting is actually in-place, since all the calls above use tail recursion.

**Removal**

In a regular binary search tree when deleting a node with two non-leaf children, we find either the maximum element in its left subtree (which is the in-order predecessor) or the minimum element in its right subtree (which is the in-order successor) and move its value into the node being deleted (as shown here). We then delete the node we copied the value from, which must have fewer than two non-leaf children. (Non-leaf children, rather than all children, are specified here because unlike normal binary search trees, red–black trees have leaf nodes anywhere they can have them, so that all nodes are either internal nodes with two children or leaf nodes with, by definition, zero children. In effect, internal nodes having two leaf children in a red–black tree are like the leaf nodes in a regular binary search tree.) Because merely copying a value does not violate any red–black properties, this reduces to the problem of deleting a node with at most one non-leaf child. Once we have solved that problem, the solution applies equally to the case where the node we originally want to delete has at most one non-leaf child as to the case just considered where it has two non-leaf children.

Therefore, for the remainder of this discussion we address the deletion of a node with at most one non-leaf child. We use the label \( M \) to denote the node to be deleted; \( C \) will denote a selected child of \( M \), which we will also call "its child". If \( M \) does have a non-leaf child, call that its child, \( C \); otherwise, choose either leaf as its child, \( C \).

If \( M \) is a red node, we simply replace it with its child \( C \), which must be black by property 4. (This can only occur when \( M \) has two leaf children, because if the red node \( M \) had a black non-leaf child on one side but just a leaf child on the other side, then the count of black nodes on both sides would be different, thus the tree would violate property 5.) All paths through the deleted node will simply pass through one less red node, and both the deleted node’s parent and child must be black, so property 3 (all leaves are black) and property 4 (both children of every red node are black) still hold.

Another simple case is when \( M \) is black and \( C \) is red. Simply removing a black node could break Properties 4 ("Both children of every red node are black") and 5 ("All paths from any given node to its leaf nodes contain the same number of black nodes"), but if we repaint \( C \) black, both of these properties are preserved.

The complex case is when both \( M \) and \( C \) are black. (This can only occur when deleting a black node which has two leaf children, because if the black node \( M \) had a black non-leaf child on one side but just a leaf child on the other side, then the count of black nodes on both sides would be different, thus the tree would have been an invalid red–black tree by violation of property 5.) We begin by replacing \( M \) with its child \( C \). We will call (or label—that is, relabel) this child (in its new position) \( N \), and its sibling (its new parent's other child) \( S \). (\( S \) was previously the sibling of \( M \).) In the diagrams below, we will also use \( P \) for \( N \)'s new parent (\( M \)'s old parent), \( S_L \) for \( S \)'s left child, and \( S_R \) for \( S \)'s right child (\( S \) cannot be a leaf because if \( M \) and \( C \) were black, then \( P \)'s one subtree which included \( M \) counted two black-height and thus \( P \)'s other subtree which includes \( S \) must also count two black-height, which cannot be the case if \( S \) is a leaf node).

*Note:* In between some cases, we exchange the roles and labels of the nodes, but in each case, every label continues to represent the same node it represented at the beginning of the case. Any color shown in the diagram is either assumed in its case or implied by those assumptions. White represents an unknown color (either red or black).

We will find the sibling using this function:
struct node *sibling(struct node *n)
{
    if (n == n->parent->left)
        return n->parent->right;
    else
        return n->parent->left;
}

Note: In order that the tree remains well-defined, we need that every null leaf remains a leaf after all transformations (that it will not have any children). If the node we are deleting has a non-leaf (non-null) child N, it is easy to see that the property is satisfied. If, on the other hand, N would be a null leaf, it can be verified from the diagrams (or code) for all the cases that the property is satisfied as well.

We can perform the steps outlined above with the following code, where the function replace_node substitutes child into n’s place in the tree. For convenience, code in this section will assume that null leaves are represented by actual node objects rather than NULL (the code in the Insertion section works with either representation).

void delete_one_child(struct node *n)
{
    /*
    * Precondition: n has at most one non-null child.
    */
    struct node *child = is_leaf(n->right) ? n->left : n->right;

    replace_node(n, child);
    if (n->color == BLACK) {
        if (child->color == RED)
            child->color = BLACK;
        else
            delete_case1(child);
    }
    free(n);
}

Note: If N is a null leaf and we do not want to represent null leaves as actual node objects, we can modify the algorithm by first calling delete_case1() on its parent (the node that we delete, n in the code above) and deleting it afterwards. We can do this because the parent is black, so it behaves in the same way as a null leaf (and is sometimes called a ‘phantom’ leaf). And we can safely delete it at the end as n will remain a leaf after all operations, as shown above.

If both N and its original parent are black, then deleting this original parent causes paths which proceed through N to have one fewer black node than paths that do not. As this violates property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes), the tree must be rebalanced. There are several cases to consider:

Case 1: N is the new root. In this case, we are done. We removed one black node from every path, and the new root is black, so the properties are preserved.

void delete_case1(struct node *n)
{
    if (n->parent != NULL)
        delete_case2(n);
}

Case 2: N is a black node with a red child. In this case, we can make N red and then delete the red child to preserve properties 2 and 5. This is done by first updating the red child’s parent to N, and then deleting the red child.

void delete_case2(struct node *n)
{
    if (n->parent != NULL)
        delete_case3(n);
}

Case 3: N is a black node with at least one black child. In this case, we cannot remove N because it contains at least one black child, and we cannot make N red because it is not the root.

void delete_case3(struct node *n)
{
    if (n->parent != NULL)
        delete_case4(n);
}

Case 4: N is a red node. In this case, we can remove N and replace it with one of its children. This is done by first determining whether the child is red or black, and then deleting the child.

void delete_case4(struct node *n)
{
    if (n->parent != NULL)
        delete_case5(n);
}

Case 5: N is a red node with a red child. In this case, we can make N black and then delete the red child to preserve properties 2 and 5. This is done by first updating the red child’s parent to N, and then deleting the red child.

void delete_case5(struct node *n)
{
    if (n->parent != NULL)
        delete_case6(n);
}

Case 6: N is a red node with at least one black child. In this case, we can make N black and then delete the red child to preserve properties 2 and 5. This is done by first updating the red child’s parent to N, and then deleting the red child.

void delete_case6(struct node *n)
{
    if (n->parent != NULL)
        delete_case7(n);
}

Case 7: N is a red node with a red sibling. In this case, we can make N black and then delete the red sibling to preserve properties 2 and 5. This is done by first updating the red sibling’s parent to N, and then deleting the red sibling.

void delete_case7(struct node *n)
{
    if (n->parent != NULL)
        delete_case8(n);
}

Case 8: N is a red node with a black sibling. In this case, we can make N black and then delete the black sibling to preserve properties 2 and 5. This is done by first updating the black sibling’s parent to N, and then deleting the black sibling.

void delete_case8(struct node *n)
{
    if (n->parent != NULL)
        delete_case9(n);
}

Case 9: N is a red node with a red sibling and a black child. In this case, we can make N black and then delete the red sibling to preserve properties 2 and 5. This is done by first updating the red sibling’s parent to N, and then deleting the red sibling.

void delete_case9(struct node *n)
{
    if (n->parent != NULL)
Note: In cases 2, 5, and 6, we assume $N$ is the left child of its parent $P$. If it is the right child, *left* and *right* should be reversed throughout these three cases. Again, the code examples take both cases into account.

**Case 2:** $S$ is red. In this case we reverse the colors of $P$ and $S$, and then rotate left at $P$, turning $S$ into $N$'s grandparent. Note that $P$ has to be black as it had a red child. Although all paths still have the same number of black nodes, now $N$ has a black sibling and a red parent, so we can proceed to step 4, 5, or 6. (Its new sibling is black because it was once the child of the red $S$.) In later cases, we will relabel $N$'s new sibling as $S$.

```c
void delete_case2(struct node *n) {
    struct node *s = sibling(n);
    
    if (s->color == RED) {
        n->parent->color = RED;
        s->color = BLACK;
        if (n == n->parent->left)
            rotate_left(n->parent);
        else
            rotate_right(n->parent);
    }
    delete_case3(n);
}
```

**Case 3:** $P$, $S$, and $S$'s children are black. In this case, we simply repaint $S$ red. The result is that all paths passing through $S$, which are precisely those paths *not* passing through $N$, have one less black node. Because deleting $N$'s original parent made all paths passing through $N$ have one less black node, this evens things up. However, all paths through $P$ now have one fewer black node than paths that do not pass through $P$, so property 5 (all paths from any given node to its leaf nodes contain the same number of black nodes) is still violated. To correct this, we perform the rebalancing procedure on $P$, starting at case 1.

```c
void delete_case3(struct node *n) {
    struct node *s = sibling(n);
    
    if ((n->parent->color == BLACK) &&
        (s->color == BLACK) &&
        (s->left->color == BLACK) &&
        (s->right->color == BLACK)) {
```
Case 4: \( S \) and \( S \)'s children are black, but \( P \) is red. In this case, we simply exchange the colors of \( S \) and \( P \). This does not affect the number of black nodes on paths going through \( S \), but it does add one to the number of black nodes on paths going through \( N \), making up for the deleted black node on those paths.

```c
void delete_case4(struct node *n)
{
    struct node *s = sibling(n);

    if ((n->parent->color == RED) &&
        (s->color == BLACK) &&
        (s->left->color == BLACK) &&
        (s->right->color == BLACK)) {
        s->color = RED;
        n->parent->color = BLACK;
    } else
        delete_case5(n);
}
```

Case 5: \( S \) is black, \( S \)'s left child is red, \( S \)'s right child is black, and \( N \) is the left child of its parent. In this case we rotate right at \( S \), so that \( S \)'s left child becomes \( S \)'s parent and \( N \)'s new sibling. We then exchange the colors of \( S \) and its new parent. All paths still have the same number of black nodes, but now \( N \) has a black sibling whose right child is red, so we fall into case 6. Neither \( N \) nor its parent are affected by this transformation. (Again, for case 6, we relabel \( N \)'s new sibling as \( S \)).

```c
void delete_case5(struct node *n)
{
    struct node *s = sibling(n);

    if (s->color == BLACK) { /* this if statement is trivial,
```
due to case 2 (even though case 2 changed the sibling to a sibling's child, the sibling's child can't be red, since no red parent can have a red child). */ /* the following statements just force the red to be on the left of the left of the parent, or right of the right, so case six will rotate correctly. */
  if ((n == n->parent->left) &&
      (s->right->color == BLACK) &&
      (s->left->color == RED)) { /* this last test is trivial */
    s->color = RED;
    s->left->color = BLACK;
    rotate_right(s);
  } else if ((n == n->parent->right) &&
             (s->left->color == BLACK) &&
             (s->right->color == RED)) { /* this last test is trivial too due to cases 2-4. */
    s->color = RED;
    s->right->color = BLACK;
    rotate_left(s);
  }
do_delete_case6(n);

Case 6: S is black, S's right child is red, and N is the left child of its parent P. In this case we rotate left at P, so that S becomes the parent of P and S's right child. We then exchange the colors of P and S, and make S's right child black. The subtree still has the same color at its root, so Properties 4 (Both children of every red node are black) and 5 (All paths from any given node to its leaf nodes contain the same number of black nodes) are not violated. However, N now has one additional black ancestor: either P has become black, or it was black and S was added as a black grandparent. Thus, the paths passing through N pass through one additional black node.

Meanwhile, if a path does not go through N, then there are two possibilities:

- It goes through N's new sibling. Then, it must go through S and P, both formerly and currently, as they have only exchanged colors and places. Thus the path contains the same number of black nodes.
- It goes through N's new uncle, S's right child. Then, it formerly went through S, S's parent, and S's right child (which was red), but now only goes through S, which has assumed the color of its former parent, and S's right child, which has changed from red to black (assuming S's color: black). The net effect is that this path goes through the same number of black nodes.

Either way, the number of black nodes on these paths does not change. Thus, we have restored Properties 4 (Both children of every red node are black) and 5 (All paths from any given node to its leaf nodes contain the same number of black nodes). The white node in the diagram can be either red or black, but must refer to the same color both before and after the transformation.
Redblack tree

```c
void delete_case6(struct node *n) {
    struct node *s = sibling(n);
    s->color = n->parent->color;
    n->parent->color = BLACK;

    if (n == n->parent->left) {
        s->right->color = BLACK;
        rotate_left(n->parent);
    } else {
        s->left->color = BLACK;
        rotate_right(n->parent);
    }
}
```

Again, the function calls all use tail recursion, so the algorithm is in-place. In the algorithm above, all cases are chained in order, except in delete case 3 where it can recurse to case 1 back to the parent node: this is the only case where an in-place implementation will effectively loop (after only one rotation in case 3).

Additionally, no tail recursion ever occurs on a child node, so the tail recursion loop can only move from a child back to its successive ancestors. No more than O(log n) loops back to case 1 will occur (where n is the total number of nodes in the tree before deletion). If a rotation occurs in case 2 (which is the only possibility of rotation within the loop of cases 1–3), then the parent of the node N becomes red after the rotation and we will exit the loop. Therefore at most one rotation will occur within this loop. Since no more than two additional rotations will occur after exiting the loop, at most three rotations occur in total.

**Proof of asymptotic bounds**

A red black tree which contains n internal nodes has a height of O(log(n)).

Definitions:
- \(h(v)\) = height of subtree rooted at node \(v\)
- \(bh(v)\) = the number of black nodes (not counting \(v\) if it is black) from \(v\) to any leaf in the subtree (called the black-height).

**Lemma:** A subtree rooted at node \(v\) has at least \(2^{bh(v)} - 1\) internal nodes.

Proof of Lemma (by induction height):

**Basis:** \(h(v) = 0\)

If \(v\) has a height of zero then it must be null, therefore \(bh(v) = 0\). So:

\[
2^{bh(v)} - 1 = 2^0 - 1 = 1 - 1 = 0
\]

**Inductive Step:** \(v\) such that \(h(v) = k\), has at least \(2^{bh(v)} - 1\) internal nodes implies that \(v'\) such that \(h(v') = k+1\) has at least \(2^{bh(v')} - 1\) internal nodes.

Since \(v'\) has \(h(v') > 0\) it is an internal node. As such it has two children each of which have a black-height of either \(bh(v')\) or \(bh(v')-1\) (depending on whether the child is red or black, respectively). By the inductive hypothesis each child has at least \(2^{bh(v')-1} - 1\) internal nodes, so \(v'\) has at least:

\[
2^{bh(v')-1} - 1 + 2^{bh(v')-1} - 1 + 1 = 2^{bh(v')} - 1
\]
Using this lemma we can now show that the height of the tree is logarithmic. Since at least half of the nodes on any path from the root to a leaf are black (property 4 of a red–black tree), the black-height of the root is at least \( h(\text{root})/2 \). By the lemma we get:

\[
n \geq 2^{\frac{h(\text{root})}{2} - 1} \Leftrightarrow \log_2(n + 1) \geq \frac{h(\text{root})}{2} \Leftrightarrow h(\text{root}) \leq 2\log_2(n + 1).
\]

Therefore the height of the root is \( O(\log(n)) \).

**Insertion complexity**

In the tree code there is only one loop where the node of the root of the red–black property that we wish to restore, \( x \), can be moved up the tree by one level at each iteration.

Since the original height of the tree is \( O(\log n) \), there are \( O(\log n) \) iterations. So overall the insert routine has \( O(\log n) \) complexity.

**Parallel algorithms**

Parallel algorithms for constructing red–black trees from sorted lists of items can run in constant time or \( O(\log \log n) \) time, depending on the computer model, if the number of processors available is proportional to the number of items. Fast search, insertion, and deletion parallel algorithms are also known.[7]

**Notes**
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- Tutorial and code for top-down Red–Black Trees (http://eternallyconfuzzled.com/tuts/datastructures/jsw_tut_rbtree.aspx)
- C code for Red–Black Trees (http://github.com/fbuihuu/libtree)
- Lightweight Java implementation of Persistent Red–Black Trees (http://wiki.edinburghhacklab.com/PersistentRedBlackTreeSet)
- VBScript implementation of stack, queue, deque, and Red–Black Tree (http://www.ludvikjerabek.com/downloads.html)
- Red–Black Tree PHP5 Code (http://code.google.com/p/redblacktreephp/source/browse/#svn/trunk)
- In Java a freely available red black tree implementation is that of apache commons (http://commons.apache.org/collections/api-release/org/apache/commons/collections/bidimap/TreeBidiMap.html)
- Java's TreeSet class internally stores its elements in a red black tree: http://java.sun.com/docs/books/tutorial/collections/interfaces/set.html
- PPT slides demonstration of manipulating red black trees to facilitate teaching (http://employees.oneonta.edu/zhangs/PowerPointplatform/)
- Binary Search Tree Insertion Visualization (https://www.youtube.com/watch?v=VbTnLV8pIU) on YouTube – Visualization of random and pre-sorted data insertions, in elementary binary search trees, and left-leaning red–black trees
- Red Black Tree API in the Linux kernel (http://lwn.net/Articles/184495/)
Hash function

A hash function is any algorithm or subroutine that maps large data sets of variable length, called keys, to smaller data sets of a fixed length. For example, a person's name, having a variable length, could be hashed to a single integer. The values returned by a hash function are called hash values, hash codes, hash sums, checksums or simply hashes.

Descriptions

Hash functions are mostly used to accelerate table lookup or data comparison tasks such as finding items in a database, detecting duplicated or similar records in a large file, finding similar stretches in DNA sequences, and so on.

A hash function should be referentially transparent (stable), i.e., if called twice on input that is "equal" (for example, strings that consist of the same sequence of characters), it should give the same result. This is a contract in many programming languages that allow the user to override equality and hash functions for an object: if two objects are equal, their hash codes must be the same. This is crucial to finding an element in a hash table quickly, because two of the same element would both hash to the same slot.

Some hash functions may map two or more keys to the same hash value, causing a collision. Such hash functions try to map the keys to the hash values as evenly as possible because collisions become more frequent as hash tables fill up. Thus, single-digit hash values are frequently restricted to 80% of the size of the table. Depending on the algorithm used, other properties may be required as well, such as double hashing and linear probing. Although the idea was conceived in the 1950s, the design of good hash functions is still a topic of active research.

Hash functions are related to (and often confused with) checksums, check digits, fingerprints, randomization functions, error correcting codes, and cryptographic hash functions. Although these concepts overlap to some extent, each has its own uses and requirements and is designed and optimized differently. The HashKeeper database maintained by the American National Drug Intelligence Center, for instance, is more aptly described as a catalog of file fingerprints than of hash values.

Hash tables

Hash functions are primarily used in hash tables, to quickly locate a data record (for example, a dictionary definition) given its search key (the headword). Specifically, the hash function is used to map the search key to the hash. The index gives the place where the corresponding record should be stored. Hash tables, in turn, are used to implement associative arrays and dynamic sets.

In general, a hashing function may map several different keys to the same index. Therefore, each slot of a hash table is associated with (implicitly or explicitly) a set of records, rather than a single record. For this reason, each slot of a hash table is often called a bucket, and hash values are also called bucket indices.

Thus, the hash function only hints at the record's location—it tells where one should start looking for it. Still, in a half-full table, a good hash function will typically narrow the search down to only one or two entries.
Caches
Hash functions are also used to build caches for large data sets stored in slow media. A cache is generally simpler than a hashed search table, since any collision can be resolved by discarding or writing back the older of the two colliding items. This is also used in file comparison.

Bloom filters
Hash functions are an essential ingredient of the Bloom filter, a compact data structure that provides an enclosing approximation to a set of them. [2]

Finding duplicate records
When storing records in a large unsorted file, one may use a hash function to map each record to an index into a table $T$, and collect in each bucket $T[i]$ a list of the numbers of all records with the same hash value $i$. Once the table is complete, any two duplicate records will end up in the same bucket. The duplicates can then be found by scanning every bucket $T[i]$ which contains two or more members, fetching those records, and comparing them. With a table of appropriate size, this method is likely to be much faster than any alternative approach (such as sorting the file and comparing all consecutive pairs).

Finding similar records
Hash functions can also be used to locate table records whose key is similar, but not identical, to a given key; or pairs of records in a large file which have similar keys. For that purpose, one needs a hash function that maps similar keys to hash values that differ by at most $m$, where $m$ is a small integer (say, 1 or 2). If one builds a table $T$ of all record numbers, using such a hash function, then similar records will end up in the same bucket, or in nearby buckets. Then one need only check the records in each bucket $T[i]$ against those in buckets $T[i+k]$ where $k$ ranges between $-m$ and $m$.

This class includes the so-called acoustic fingerprint algorithms, that are used to locate similar-sounding entries in large collection of audio files. For this application, the hash function must be as insensitive as possible to data capture or transmission errors, and to "trivial" changes such as timing and volume changes, compression, etc. [3]

Finding similar substrings
The same techniques can be used to find equal or similar stretches in a large collection of strings, such as a document repository or a genomic database. In this case, the input strings are broken into many small pieces, and a hash function is used to detect potentially equal pieces, as above.

The Rabin–Karp algorithm is a relatively fast string searching algorithm that works in $O(n)$ time on average. It is based on the use of hashing to compare strings.

Geometric hashing
This principle is widely used in computer graphics, computational geometry and many other disciplines, to solve many proximity problems in the plane or in three-dimensional space, such as finding closest pairs in a set of points, similar shapes in a list of shapes, similar images in an image database, and so on. In these applications, the set of all inputs is some sort of metric space, and the hashing function can be interpreted as a partition of that space into a grid of cells. The table is often an array with two or more indices (called a grid file, grid index, bucket grid, and similar names), and the hash function returns an index tuple. This special case of hashing is known as geometric hashing or the grid method. Geometric hashing is also used in telecommunications (usually under the name vector quantization) to encode and compress multi-dimensional signals.
Properties

Good hash functions, in the original sense of the term, are usually required to satisfy certain properties listed below. Note that different requirements apply to the other related concepts (cryptographic hash functions, checksums, etc.).

Determinism

A hash procedure must be deterministic—meaning that for a given input value it must always generate the same hash value. In other words, it must be a function of the data to be hashed, in the mathematical sense of the term. This requirement excludes hash functions that depend on external variable parameters, such as pseudo-random number generators or the time of day. It also excludes functions that depend on the memory address of the object being hashed, because that address may change during execution (as may happen on systems that use certain methods of garbage collection), although sometimes rehashing of the item is possible.

Uniformity

A good hash function should map the expected inputs as evenly as possible over its output range. That is, every hash value in the output range should be generated with roughly the same probability. The reason for this last requirement is that the cost of hashing-based methods goes up sharply as the number of collisions—pairs of inputs that are mapped to the same hash value—increases. Basically, if some hash values are more likely to occur than others, a larger fraction of the lookup operations will have to search through a larger set of colliding table entries. Note that this criterion only requires the value to be uniformly distributed, not random in any sense. A good randomizing function is (barring computational efficiency concerns) generally a good choice as a hash function, but the converse need not be true.

Hash tables often contain only a small subset of the valid inputs. For instance, a club membership list may contain only a hundred or so member names, out of the very large set of all possible names. In these cases, the uniformity criterion should hold for almost all typical subsets of entries that may be found in the table, not just for the global set of all possible entries.

In other words, if a typical set of \( m \) records is hashed to \( n \) table slots, the probability of a bucket receiving many more than \( m/n \) records should be vanishingly small. In particular, if \( m \) is less than \( n \), very few buckets should have more than one or two records. (In an ideal "perfect hash function", no bucket should have more than one record; but a small number of collisions is virtually inevitable, even if \( n \) is much larger than \( m \) – see the birthday paradox).

When testing a hash function, the uniformity of the distribution of hash values can be evaluated by the chi-squared test.

Variable range

In many applications, the range of hash values may be different for each run of the program, or may change along the same run (for instance, when a hash table needs to be expanded). In those situations, one needs a hash function which takes two parameters—the input data \( z \), and the number \( n \) of allowed hash values.

A common solution is to compute a fixed hash function with a very large range (say, 0 to \( 2^{32} - 1 \)), divide the result by \( n \), and use the division's remainder. If \( n \) is itself a power of 2, this can be done by bit masking and bit shifting. When this approach is used, the hash function must be chosen so that the result has fairly uniform distribution between 0 and \( n - 1 \), for any value of \( n \) that may occur in the application. Depending on the function, the remainder may be uniform only for certain values of \( n \), e.g. odd or prime numbers.

We can allow the table size \( n \) to not be a power of 2 and still not have to perform any remainder or division operation, as these computations are sometimes costly. For example, let \( n \) be significantly less than \( 2^k \). Consider a pseudo random number generator (PRNG) function \( P(key) \) that is uniform on the interval \([0, 2^k - 1]\). A hash function uniform on the interval \([0, n-1]\) is \( n P(key)/2^k \). We can replace the division by a (possibly faster) right bit
shift: $nP(key) >> b$.

**Variable range with minimal movement (dynamic hash function)**

When the hash function is used to store values in a hash table that outlives the run of the program, and the hash table needs to be expanded or shrunk, the hash table is referred to as a dynamic hash table.

A hash function that will relocate the minimum number of records when the table is resized is desirable. What is needed is a hash function $H(z, n)$ – where $z$ is the key being hashed and $n$ is the number of allowed hash values – such that $H(z, n + 1) = H(z, n)$ with probability close to $n/(n + 1)$.

Linear hashing and spiral storage are examples of dynamic hash functions that execute in constant time but relax the property of uniformity to achieve the minimal movement property.

Extendible hashing uses a dynamic hash function that requires space proportional to $n$ to compute the hash function, and it becomes a function of the previous keys that have been inserted.

Several algorithms that preserve the uniformity property but require time proportional to $n$ to compute the value of $H(z, n)$ have been invented.

**Data normalization**

In some applications, the input data may contain features that are irrelevant for comparison purposes. For example, when looking up a personal name, it may be desirable to ignore the distinction between upper and lower case letters. For such data, one must use a hash function that is compatible with the data equivalence criterion being used: that is, any two inputs that are considered equivalent must yield the same hash value. This can be accomplished by normalizing the input before hashing it, as by upper-casing all letters.

**Continuity**

A hash function that is used to search for similar (as opposed to equivalent) data must be as continuous as possible; two inputs that differ by a little should be mapped to equal or nearly equal hash values.

Note that continuity is usually considered a fatal flaw for checksums, cryptographic hash functions, and other related concepts. Continuity is desirable for hash functions only in some applications, such as hash tables that use linear search.

**Hash function algorithms**

For most types of hashing functions the choice of the function depends strongly on the nature of the input data, and their probability distribution in the intended application.

**Trivial hash function**

If the datum to be hashed is small enough, one can use the datum itself (reinterpreted as an integer in binary notation) as the hashed value. The cost of computing this "trivial" (identity) hash function is effectively zero. This hash function is perfect, as it maps each input to a distinct hash value.

The meaning of "small enough" depends on the size of the type that is used as the hashed value. For example, in Java, the hash code is a 32-bit integer. Thus the 32-bit integer `Integer` and 32-bit floating-point `Float` objects can simply use the value directly; whereas the 64-bit integer `Long` and 64-bit floating-point `Double` cannot use this method.

Other types of data can also use this perfect hashing scheme. For example, when mapping character strings between upper and lower case, one can use the binary encoding of each character, interpreted as an integer, to index a table that gives the alternative form of that character ("A" for "a", "8" for "8", etc.). If each character is stored in 8 bits (as
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in ASCII or ISO Latin 1), the table has only \(2^8 = 256\) entries; in the case of Unicode characters, the table would have \(17 \times 2^{16} = 1114112\) entries.

The same technique can be used to map two-letter country codes like "us" or "za" to country names \((26^2 = 676\) table entries), 5-digit zip codes like 13083 to city names \((100000\) entries), etc. Invalid data values (such as the country code "xx" or the zip code 00000) may be left undefined in the table, or mapped to some appropriate "null" value.

Perfect hashing

A hash function that is injective—that is, maps each valid input to a different hash value—is said to be perfect. With such a function one can directly locate the desired entry in a hash table, without any additional searching.

Minimal perfect hashing

A perfect hash function for \(n\) keys is said to be minimal if its range consists of \(n\) consecutive integers, usually from 0 to \(n-1\). Besides providing single-step lookup, a minimal perfect hash function also yields a compact hash table, without any vacant slots. Minimal perfect hash functions are much harder to find than perfect ones with a wider range.

Hashing uniformly distributed data

If the inputs are bounded-length strings (such as telephone numbers, car license plates, invoice numbers, etc.), and each input may independently occur with uniform probability, then a hash function need only map roughly the same number of inputs to each hash value. For instance, suppose that each input is an integer \(z\) in the range 0 to \(N-1\), and the output must be an integer \(h\) in the range 0 to \(n-1\), where \(N\) is much larger than \(n\). Then the hash function could be \(h = z \mod n\) (the remainder of \(z\) divided by \(n\)), or \(h = (z \times n) \div N\) (the value \(z\) scaled down by \(n/N\) and truncated to an integer), or many other formulas.

Warning: \(h = z \mod n\) was used in many of the original random number generators, but was found to have a number of issues. One of which is that as \(n\) approaches \(N\), this function becomes less and less uniform.
Hashing data with other distributions

These simple formulas will not do if the input values are not equally likely, or are not independent. For instance, most patrons of a supermarket will live in the same geographic area, so their telephone numbers are likely to begin with the same 3 to 4 digits. In that case, if \( m \) is 10000 or so, the division formula \( (z \times m) \div M \), which depends mainly on the leading digits, will generate a lot of collisions; whereas the remainder formula \( z \mod M \), which is quite sensitive to the trailing digits, may still yield a fairly even distribution.

Hashing variable-length data

When the data values are long (or variable-length) character strings—such as personal names, web page addresses, or mail messages—their distribution is usually very uneven, with complicated dependencies. For example, text in any natural language has highly non-uniform distributions of characters, and character pairs, very characteristic of the language. For such data, it is prudent to use a hash function that depends on all characters of the string—and depends on each character in a different way.

In cryptographic hash functions, a Merkle–Damgård construction is usually used. In general, the scheme for hashing such data is to break the input into a sequence of small units (bits, bytes, words, etc.) and combine all the units \( b[1], \ldots, b[m] \) sequentially, as follows:

\[
\text{initialize the state: } S \leftarrow S0; \\
\text{scan the input data units: } \\
\text{for } k \text{ in } 1, 2, \ldots, m \\
\quad S \leftarrow F(S, b[k]); \\
\text{return the hash value from the state: } G(S, n)
\]

This schema is also used in many text checksum and fingerprint algorithms. The state variable \( S \) may be a 32- or 64-bit unsigned integer; in that case, \( S0 \) can be 0, and \( G(S, n) \) can be just \( S \mod n \). The best choice of \( F \) is a complex issue and depends on the nature of the data. If the units \( b[k] \) are single bits, then \( F(S, b) \) could be, for instance:

\[
\text{if } \text{highbit}(S) = 0 \\
\quad \text{return } 2 \times S + b \\
\text{else} \\
\quad \text{return } (2 \times S + b) \times P
\]

Here \( \text{highbit}(S) \) denotes the most significant bit of \( S \); the \( \times \) operator denotes unsigned integer multiplication with lost overflow; \( \times \) is the bitwise exclusive or operation applied to words; and \( P \) is a suitable fixed word.\(^4\)

Special-purpose hash functions

In many cases, one can design a special-purpose (heuristic) hash function that yields many fewer collisions than a good general-purpose hash function. For example, suppose that the input data are file names such as \( \text{FILE0000.CK}, \text{FILE0001.CK}, \text{FILE0002.CK}, \ldots \), with mostly sequential numbers. For such data, a function that extracts the numeric part \( k \) of the file name and returns \( k \mod n \) would be nearly optimal. Needless to say, a function that is exceptionally good for a specific kind of data may have dismal performance on data with different distribution.

Rolling hash

In some applications, such as substring search, one must compute a hash function \( h \) for every \( k \)-character substring of a given \( n \)-character string \( t \), where \( k \) is a fixed integer, and \( n \) is \( k \). The straightforward solution, which is to extract every such substring \( s \) of \( t \) and compute \( h(s) \) separately, requires a number of operations proportional to \( kn \). However, with the proper choice of \( h \), one can use the technique of rolling hash to compute all those hashes with an effort proportional to \( k + n \).
**Universal hashing**

A universal hashing scheme is a randomized algorithm that selects a hashing function \( h \) among a family of such functions, in such a way that the probability of a collision of any two distinct keys is \( 1/n \), where \( n \) is the number of distinct hash values desired—indeed independently of the two keys. Universal hashing ensures (in a probabilistic sense) that the hash function application will behave as well as if it were using a random function, for any distribution of the input data. It will however have more collisions than perfect hashing, and may require more operations than a special-purpose hash function.

**Hashing with checksum functions**

One can adapt certain checksum or fingerprinting algorithms for use as hash functions. Some of those algorithms will map arbitrary long string data \( z \), with any typical real-world distribution—no matter how non-uniform and dependent—to a 32-bit or 64-bit string, from which one can extract a hash value in 0 through \( n - 1 \).

This method may produce a sufficiently uniform distribution of hash values, as long as the hash range size \( n \) is small compared to the range of the checksum or fingerprint function. However, some checksums fare poorly in the avalanche test, which may be a concern in some applications. In particular, the popular CRC32 checksum provides only 16 bits (the higher half of the result) that are usable for hashing. Moreover, each bit of the input has a deterministic effect on each bit of the CRC32, that is one can tell without looking at the rest of the input, which bits of the output will flip if the input bit is flipped; so care must be taken to use all 32 bits when computing the hash from the checksum.\(^5\)

**Hashing with cryptographic hash functions**

Some cryptographic hash functions, such as SHA-1, have even stronger uniformity guarantees than checksums or fingerprints, and thus can provide very good general-purpose hashing functions.

In ordinary applications, this advantage may be too small to offset their much higher cost.\(^6\) However, this method can provide uniformly distributed hashes even when the keys are chosen by a malicious agent. This feature may help protect services against denial of service attacks.

**Hashing By Nonlinear Table Lookup**

Tables of random numbers (such as 256 random 32 bit integers) can provide high-quality non-linear functions to be used as hash functions or other purposes such as cryptography. The key to be hashed would be split in 8-bit (one byte) parts and each part will be used as an index for the non-linear table. The table values will be added by arithmetic or XOR addition to the hash output value. Because the table is just 1024 bytes in size, it will fit into the cache of modern microprocessors and allow for very fast execution of the hashing algorithm. As the table value is on average much longer than 8 bit, one bit of input will affect nearly all output bits. This is different to multiplicative hash functions where higher-value input bits do not affect lower-value output bits.

This algorithm has proven to be very fast and of high quality for hashing purposes (especially hashing of integer number keys).

**Efficient Hashing Of Strings**

Modern microprocessors will allow for much faster processing, if 8-bit character Strings are not hashed by processing one character at a time, but by interpreting the string as an array of 32 bit or 64 bit integers and hashing/accumulating these "wide word" integer values by means of arithmetic operations (e.g. multiplication by constant and bit-shifting). The remaining characters of the string which are smaller than the word length of the CPU must be handled differently (e.g. being processed one character at a time).
This approach has proven to speed up hash code generation by a factor of five or more on modern microprocessors of a word size of 64 bit.

A far better approach for converting strings to a numeric value that avoids the problem with some strings having great similarity ("Aaaaaaaaaa" and "Aaaaaaaaab") is to use a Cyclic redundancy check (CRC) of the string to compute a 32- or 64-bit value. While it is possible that two different strings will have the same CRC, the likelihood is very small and only requires that one check the actual string found to determine whether one has an exact match. The CRC approach works for strings of any length. CRCs will differ radically for strings such as "Aaaaaaaaaa" and "Aaaaaaaaab".

Origins of the term

The term "hash" comes by way of analogy with its non-technical meaning, to "chop and mix". Indeed, typical hash functions, like the mod operation, "chop" the input domain into many sub-domains that get "mixed" into the output range to improve the uniformity of the key distribution.

Donald Knuth notes that Hans Peter Luhn of IBM appears to have been the first to use the concept, in a memo dated January 1953, and that Robert Morris used the term in a survey paper in CACM which elevated the term from technical jargon to formal terminology.[1]

List of hash functions

- Bernstein hash[7]
- Fowler-Noll-Vo hash function (32, 64, 128, 256, 512, or 1024 bits)
- Jenkins hash function (32 bits)
- Pearson hashing (8 bits)
- Zobrist hashing
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External links

- General purpose hash function algorithms (C/C++/Pascal/Java/Python/Ruby) (http://www.partow.net/programming/hashfunctions/index.html)
- Hash Functions and Block Ciphers by Bob Jenkins (http://burtleburtle.net/bob/hash/index.html)

Priority queue

In computer science, a **priority queue** is an abstract data type which is like a regular queue or stack data structure, but where additionally each element has a "priority" associated with it. In a priority queue, an element with high priority is served before an element with low priority. If two elements have the same priority, they are served according to their order in the queue.

- **stack** — elements are pulled in last-in first-out-order (e.g. a stack of papers)
- **queue** — elements are pulled in first-in first-out-order (e.g. a line in a cafeteria)

It is a common misconception that a priority queue is a heap. A priority queue is an abstract concept like "a list" or "a map"; just as a list can be implemented with a linked list or an array, a priority queue can be implemented with a heap or a variety of other methods.

A priority queue must at least support the following operations:

- **insert_with_priority**: add an element to the queue with an associated priority
- **pull_highest_priority_element**: remove the element from the queue that has the **highest priority**, and return it (also known as "pop_element(Off)", "get_maximum_element", or "get_front(most)_element"; some conventions consider lower priorities to be higher, so this may also be known as "get_minimum_element", and is often referred to as "get-min" in the literature; the literature also sometimes implement separate "peek_at_highest_priority_element" and "delete_element" functions, which can be combined to produce "pull_highest_priority_element")

More advanced implementations may support more complicated operations, such as **pull_lowest_priority_element**, inspecting the first few highest- or lowest-priority elements (peeking at the highest priority element can be made O(1) time in nearly all implementations), clearing the queue, clearing subsets of the queue, performing a batch insert, merging two or more queues into one, incrementing priority of any element, etc.
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Similarity to queues

One can imagine a priority queue as a modified queue, but when one would get the next element off the queue, the highest-priority element is retrieved first.

Stacks and queues may be modeled as particular kinds of priority queues. In a stack, the priority of each inserted element is monotonically increasing; thus, the last element inserted is always the first retrieved. In a queue, the priority of each inserted element is monotonically decreasing; thus, the first element inserted is always the first retrieved.

Implementation

Naive implementations

There are a variety of simple, usually inefficient, ways to implement a priority queue. They provide an analogy to help one understand what a priority queue is. For instance, one can keep all the elements in an unsorted list. Whenever the highest-priority element is requested, search through all elements for the one with the highest priority. (In big O notation: \(O(1)\) insertion time, \(O(n)\) pull time due to search.)

Usual implementation

To improve performance, priority queues typically use a heap as their backbone, giving \(O(\log n)\) performance for inserts and removals, and \(O(n)\) to build initially. Alternatively, when a self-balancing binary search tree is used, insertion and removal also take \(O(\log n)\) time, although building trees from existing sequences of elements takes \(O(n \log n)\) time; this is typical where one might already have access to these data structures, such as with third-party or standard libraries.

Note that from a computational-complexity standpoint, priority queues are congruent to sorting algorithms. See the next section for how efficient sorting algorithms can create efficient priority queues.

There are several specialized heap data structures that either supply additional operations or outperform these approaches. The binary heap uses \(O(\log n)\) time for both operations, but also allow queries of the element of highest priority without removing it in constant time. Binomial heaps add several more operations, but require \(O(\log n)\) time for requests. Fibonacci heaps can insert elements, query the highest priority element, and increase an element's priority in amortized constant time[1] though deletions are still \(O(\log n)\). Brodal queues can do this in worst-case constant time.

While relying on a heap is a common way to implement priority queues, for integer data, faster implementations exist. This can even apply to data-types that have a finite range, such as floats:

- When the set of keys is \(\{1, 2, ..., C\}\), a van Emde Boas tree would support the \(minimum\), \(maximum\), \(insert\), \(delete\), \(search\), \(extract-min\), \(extract-max\), \(predecessor\) and \(successor\) operations in \(O(\log \log C)\) time, but has a space cost for small queues of about \(O(2^{\lfloor m/2 \rfloor})\), where \(m\) is the number of bits in the priority value.[2]
- The Fusion tree algorithm by Fredman and Willard implements the \(minimum\) operation in \(O(1)\) time and \(insert\) and \(extract-min\) operations in \(O(\sqrt{\log n})\) time.[3]

For applications that do many "peek" operations for every "extract-min" operation, the time complexity for peek actions can be reduced to \(O(1)\) in all tree and heap implementations by caching the highest priority element after every insertion and removal. For insertion, this adds at most a constant cost, since the newly inserted element is compared only to the previously cached minimum element. For deletion, this at most adds an additional "peek" cost, which is typically cheaper than the deletion cost, so overall time complexity is not significantly impacted.
Equivalence of priority queues and sorting algorithms

Using a priority queue to sort

The semantics of priority queues naturally suggest a sorting method: insert all the elements to be sorted into a priority queue, and sequentially remove them; they will come out in sorted order. This is actually the procedure used by several sorting algorithms, once the layer of abstraction provided by the priority queue is removed. This sorting method is equivalent to the following sorting algorithms:

- Heapsort if the priority queue is implemented with a heap.
- Smoothsort if the priority queue is implemented with a Leonardo heap.
- Selection sort if the priority queue is implemented with an unordered array.
- Insertion sort if the priority queue is implemented with an ordered array.
- Tree sort if the priority queue is implemented with a self-balancing binary search tree.

Using a sorting algorithm to make a priority queue

A sorting algorithm can also be used to implement a priority queue. Specifically, Thorup says:\[4\]:

We present a general deterministic linear space reduction from priority queues to sorting implying that if we can sort up to \( n \) keys in \( S(n) \) time per key, then there is a priority queue supporting delete and insert in \( O(S(n)) \) time and find-min in constant time.

That is, if there is a sorting algorithm which can sort in \( O(S) \) time per key, where \( S \) is some function of \( n \) and word size,\[5\] then one can use the given procedure to create a priority queue where pulling the highest-priority element is \( O(1) \) time, and inserting new elements (and deleting elements) is \( O(S) \) time. For example if one has an \( O(n \lg \lg n) \) sort algorithm, one can create a priority queue with \( O(1) \) pulling and \( O(\lg \lg n) \) insertion.

Libraries

A priority queue is often considered to be a "container data structure".

The Standard Template Library (STL), and the C++ 1998 standard, specifies priority_queue as one of the STL container adaptor class templates. It implements a max-priority-queue. Unlike actual STL containers, it does not allow iteration of its elements (it strictly adheres to its abstract data type definition). STL also has utility functions for manipulating another random-access container as a binary max-heap. The Boost (C++ libraries) also have an implementation in the library heap.

Python's heapq\[6\] module implements a binary min-heap on top of a list.

Java's library contains a PriorityQueue class, which implements a min-priority-queue.

Go's library contains a container/heap\[7\] module, which implements a min-heap on top of any compatible data structure.

The Standard PHP Library extension contains the class SplPriorityQueue\[8\].

Apple's Core Foundation framework contains a CFBinaryHeap\[9\] structure, which implements a min-heap.

Applications

Bandwidth management

Priority queuing can be used to manage limited resources such as bandwidth on a transmission line from a network router. In the event of outgoing traffic queuing due to insufficient bandwidth, all other queues can be halted to send the traffic from the highest priority queue upon arrival. This ensures that the prioritized traffic (such as real-time traffic, e.g. an RTP stream of a VoIP connection) is forwarded with the least delay and the least likelihood of being
rejected due to a queue reaching its maximum capacity. All other traffic can be handled when the highest priority queue is empty. Another approach used is to send disproportionately more traffic from higher priority queues.

Many modern protocols for Local Area Networks also include the concept of Priority Queues at the Media Access Control (MAC) sub-layer to ensure that high-priority applications (such as VoIP or IPTV) experience lower latency than other applications which can be served with Best effort service. Examples include IEEE 802.11e (an amendment to IEEE 802.11 which provides Quality of Service) and ITU-T G.hn (a standard for high-speed Local area network using existing home wiring (power lines, phone lines and coaxial cables).

Usually a limitation (policer) is set to limit the bandwidth that traffic from the highest priority queue can take, in order to prevent high priority packets from choking off all other traffic. This limit is usually never reached due to high level control instances such as the Cisco Callmanager, which can be programmed to inhibit calls which would exceed the programmed bandwidth limit.

**Discrete event simulation**

Another use of a priority queue is to manage the events in a discrete event simulation. The events are added to the queue with their simulation time used as the priority. The execution of the simulation proceeds by repeatedly pulling the top of the queue and executing the event thereon.

*See also:* Scheduling (computing), queueing theory

**Dijkstra's algorithm**

When the graph is stored in the form of adjacency list or matrix, priority queue can be used to extract minimum efficiently when implementing Dijkstra's algorithm, although one also needs the ability to alter the priority of a particular vertex in the priority queue efficiently.

**Huffman coding**

Huffman coding requires one to repeatedly obtain the two lowest-frequency trees. A priority queue makes this efficient.

**A* and SMA* search algorithms**

The A* search algorithm finds the shortest path between two vertices or nodes of a weighted graph, trying out the most promising routes first. The priority queue (also known as the fringe) is used to keep track of unexplored routes; the one for which a lower bound on the total path length is smallest is given highest priority. If memory limitations make A* impractical, the SMA* algorithm can be used instead, with a double-ended priority queue to allow removal of low-priority items.

**ROAM triangulation algorithm**

The Real-time Optimally Adapting Meshes (ROAM) algorithm computes a dynamically changing triangulation of a terrain. It works by splitting triangles where more detail is needed and merging them where less detail is needed. The algorithm assigns each triangle in the terrain a priority, usually related to the error decrease if that triangle would be split. The algorithm uses two priority queues, one for triangles that can be split and another for triangles that can be merged. In each step the triangle from the split queue with the highest priority is split, or the triangle from the merge queue with the lowest priority is merged with its neighbours.
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External links
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• PQlib (http://bitbucket.org/trijezdci/pqlib/src/) - Open source Priority Queue library for C

• libpq (http://github.com/vy/libpq) is a generic priority queue (heap) implementation (in C) used by the Apache HTTP Server project.

• Survey of known priority queue structures (http://www.theturingmachine.com/algorithms/heaps.html) by Stefan Xenos

• UC Berkeley - Computer Science 61B - Lecture 24: Priority Queues (http://video.google.com/videoplay?docid=3499489585174920878) (video) - introduction to priority queues using binary heap

• Double-Ended Priority Queues (http://www.cise.ufl.edu/~sahni/dsaaj/enrich/c13/double.html) by Sartaj Sahni
Heap (data structure)

In computer science, a **heap** is a specialized tree-based data structure that satisfies the *heap property*: If \( A \) is a parent node of \( B \) then \( \text{key}(A) \) is ordered with respect to \( \text{key}(B) \) with the same ordering applying across the heap. Either the keys of parent nodes are always greater than or equal to those of the children and the highest key is in the root node (this kind of heap is called **max heap** or the keys of parent nodes are less than or equal to those of the children (**min heap**).

Note that, as shown in the graphic, there is no implied ordering between siblings or cousins and no implied sequence for an in-order traversal (as there would be in, e.g., a binary search tree). The heap relation mentioned above applies only between nodes and their immediate parents.

The maximum number of children each node can have depends on the type of heap, but in many types it is at most two. The heap is one maximally efficient implementation of an abstract data type called a priority queue. Heaps are crucial in several efficient graph algorithms such as Dijkstra's algorithm, and in the sorting algorithm heapsort.

A **heap** data structure should not be confused with the **heap** which is a common name for dynamically allocated memory. The term was originally used only for the data structure.

**Implementation and operations**

Heaps are usually implemented in an array, and do not require pointers between elements.

The operations commonly performed with a heap are:

- **create-heap**: create an empty heap
- **(a variant) create-heap**: create a heap out of given array of elements
- **find-max** or **find-min**: find the maximum item of a max-heap or a minimum item of a min-heap, respectively
- **delete-max** or **delete-min**: removing the root node of a max- or min-heap, respectively
- **increase-key** or **decrease-key**: updating a key within a max- or min-heap, respectively
- **insert**: adding a new key to the heap
- **merge**: joining two heaps to form a valid new heap containing all the elements of both.

Different types of heaps implement the operations in different ways, but notably, insertion is often done by adding the new element at the end of the heap in the first available free space. This will tend to violate the heap property, and so the elements are then reordered until the heap property has been reestablished. Construction of a binary (or \( d \)-ary) heap out of given array of elements may be performed faster than a sequence of consecutive insertions into originally empty heap using the classic Floyd's algorithm, with the worst-case number of comparisons equal to \( 2N - 2s_2(N) - e_2(N) \) (for a binary heap), where \( s_2(N) \) is the sum of all digits of the binary representation of \( N \) and \( e_2(N) \) is the exponent of 2 in the prime factorization of \( N \).[^1]
Variants

- 2-3 heap
- Beap
- Binary heap
- Binomial heap
- Brodal queue
- D-ary heap
- Fibonacci heap
- Leftist heap
- Pairing heap
- Skew heap
- Soft heap
- Weak heap
- Leaf heap
- Radix heap
- Randomized meldable heap

Comparison of theoretic bounds for variants

The following time complexities\(^2\) are amortized (worst-time) time complexity for entries marked by an asterisk, and regular worst case time complexities for all other entries. \(O(f)\) gives asymptotic upper bound and \(\Theta(f)\) is asymptotically tight bound (see Big O notation). Function names assume a min-heap.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Binary(^2)</th>
<th>Binomial(^2)</th>
<th>Fibonacci(^2)</th>
<th>Pairing(^3)</th>
<th>Brodal(^3)*(^4)</th>
<th>RP(^5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>find-min</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
</tr>
<tr>
<td>delete-min</td>
<td>(O(\log n))</td>
<td>(\Theta(\log n))</td>
<td>(O(\log n)^*)</td>
<td>(O(\log n)^*)</td>
<td>(O(\log n))</td>
<td>(O(\log n)^*)</td>
</tr>
<tr>
<td>insert</td>
<td>(O(\log n))</td>
<td>(O(\log n))</td>
<td>(\Theta(1))</td>
<td>(\Theta(1)^*)</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
</tr>
<tr>
<td>decrease-key</td>
<td>(O(\log n))</td>
<td>(\Theta(\log n))</td>
<td>(\Theta(1)^*)</td>
<td>(O(\log n)^*)</td>
<td>(\Theta(1))</td>
<td>(\Theta(1)^*)</td>
</tr>
<tr>
<td>merge</td>
<td>(O(n))</td>
<td>(O(\log n)^{**})</td>
<td>(\Theta(1))</td>
<td>(\Theta(1)^*)</td>
<td>(\Theta(1))</td>
<td>(\Theta(1))</td>
</tr>
</tbody>
</table>

\(\ast\) Amortized time

\(\ast\ast\) Where \(n\) is the size of the larger heap

\(\ast\ast\ast\) Brodal and Okasaki later describe a persistent variant with the same bounds except for decrease-key, which is not supported. Heaps with \(n\) elements can be constructed bottom-up in \(O(n)\).\(^6\)

Applications

The heap data structure has many applications.

- Heapsort: One of the best sorting methods being in-place and with no quadratic worst-case scenarios.
- Selection algorithms: Finding the min, max, both the min and max, median, or even the \(k\)-th largest element can be done in linear time (often constant time) using heaps.\(^7\)
- Graph algorithms: By using heaps as internal traversal data structures, run time will be reduced by polynomial order. Examples of such problems are Prim's minimal spanning tree algorithm and Dijkstra's shortest path problem.

Full and almost full binary heaps may be represented in a very space-efficient way using an array alone. The first (or last) element will contain the root. The next two elements of the array contain its children. The next four contain the four children of the two child nodes, etc. Thus the children of the node at position \(n\) would be at positions \(2n\) and
In a one-based array, or \( 2n+1 \) and \( 2n+2 \) in a zero-based array. This allows moving up or down the tree by doing simple index computations. Balancing a heap is done by swapping elements which are out of order. As we can build a heap from an array without requiring extra memory (for the nodes, for example), heapsort can be used to sort an array in-place.

### Implementations

- **The C++ Standard Template Library** provides the `make_heap`, `push_heap` and `pop_heap` algorithms for heaps (usually implemented as binary heaps), which operate on arbitrary random access iterators. It treats the iterators as a reference to an array, and uses the array-to-heap conversion. Container adaptor `priority_queue` also exists. However, there is no standard support for the decrease/increase-key operation. See also gheap [8] - STL-like generalized heap implementation in C++ with D-heap and B-heap support.
- **The Java 2 platform** (since version 1.5) provides the binary heap implementation with class `java.util.PriorityQueue<E>` [9] in Java Collections Framework.
- **Python** has a `heapq` [6] module that implements a priority queue using a binary heap.
- **PHP** has both `maxheap` (SplMaxHeap) and `minheap` (SplMinHeap) as of version 5.3 in the Standard PHP Library.
- **Perl** has implementations of binary, binomial, and Fibonacci heaps in the Heap [10] distribution available on CPAN.
- **The Go library** contains a heap [7] package with heap algorithms that operate on an arbitrary type that satisfied a given interface.

### References

[8] https://github.com/valyala/gheap

### External links

- **Heap** (http://mathworld.wolfram.com/Heap.html) at Wolfram MathWorld
Binary heap

<table>
<thead>
<tr>
<th>Binary Heap</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td><strong>Time complexity</strong></td>
</tr>
<tr>
<td><strong>Space</strong></td>
</tr>
<tr>
<td><strong>Search</strong></td>
</tr>
<tr>
<td><strong>Insert</strong></td>
</tr>
<tr>
<td><strong>Delete</strong></td>
</tr>
</tbody>
</table>

A **binary heap** is a heap data structure created using a binary tree. It can be seen as a binary tree with two additional constraints:

- The **shape property**: the tree is a complete binary tree; that is, all levels of the tree, except possibly the last one (deepest) are fully filled, and, if the last level of the tree is not complete, the nodes of that level are filled from left to right.
- The **heap property**: each node is greater than or equal to each of its children according to a comparison predicate defined for the data structure.

Heaps with a mathematical "greater than or equal to" comparison function are called **max-heaps**; those with a mathematical "less than or equal to" comparison function are called **min-heaps**. Min-heaps are often used to implement priority queues.[1][2]

Since the ordering of siblings in a heap is not specified by the heap property, a single node's two children can be freely interchanged unless doing so violates the shape property (compare with treap).

The binary heap is a special case of the d-ary heap in which d = 2.

**Heap operations**

Both the insert and remove operations modify the heap to conform to the shape property first, by adding or removing from the end of the heap. Then the heap property is restored by traversing up or down the heap. Both operations take O(log n) time.
**Insert**

To add an element to a heap we must perform an up-heap operation (also known as bubble-up, percolate-up, sift-up, trickle up, heapify-up, or cascade-up), by following this algorithm:

1. Add the element to the bottom level of the heap.
2. Compare the added element with its parent; if they are in the correct order, stop.
3. If not, swap the element with its parent and return to the previous step.

The number of operations required is dependent on the number of levels the new element must rise to satisfy the heap property, thus the insertion operation has a time complexity of $O(\log n)$.

As an example, say we have a max-heap

![Max-Heap Diagram]

and we want to add the number 15 to the heap. We first place the 15 in the position marked by the X. However, the heap property is violated since 15 is greater than 8, so we need to swap the 15 and the 8. So, we have the heap looking as follows after the first swap:

![Max-Heap Diagram with 15 and 8 swapped]

However the heap property is still violated since 15 is greater than 11, so we need to swap again:

![Max-Heap Diagram with 15 and 11 swapped]

which is a valid max-heap. There is no need to check the children after this. Before we placed 15 on X, the heap was valid, meaning 11 is greater than 5. If 15 is greater than 11, and 11 is greater than 5, then 15 must be greater than 5, because of the transitive relation.

**Delete**

The procedure for deleting the root from the heap (effectively extracting the maximum element in a max-heap or the minimum element in a min-heap) and restoring the properties is called down-heap (also known as bubble-down, percolate-down, sift-down, trickle down, heapify-down, cascade-down and extract-min/max).

1. Replace the root of the heap with the last element on the last level.
2. Compare the new root with its children; if they are in the correct order, stop.
3. If not, swap the element with one of its children and return to the previous step. (Swap with its smaller child in a min-heap and its larger child in a max-heap.)

So, if we have the same max-heap as before, we remove the 11 and replace it with the 4.

![Max-Heap Diagram with 11 replaced by 4]

Now the heap property is violated since 8 is greater than 4. In this case, swapping the two elements, 4 and 8, is enough to restore the heap property and we need not swap elements further:
The downward-moving node is swapped with the larger of its children in a max-heap (in a min-heap it would be swapped with its smaller child), until it satisfies the heap property in its new position. This functionality is achieved by the Max-Heapify function as defined below in pseudocode for an array-backed heap $A$. Note that "A" is indexed starting at 1, not 0 as is common in many programming languages.

For the following algorithm to correctly re-heapify the array, the node at index $i$ and its two direct children must violate the heap property. If they do not, the algorithm will fall through with no change to the array.

**Max-Heapify** $^{[3]}$ ($A, i$):

```plaintext
left ← 2i
right ← 2i + 1
largest ← i

if left ≤ heap_length[A] and A[left] > A[largest] then:
    largest ← left

if right ≤ heap_length[A] and A[right] > A[largest] then:
    largest ← right

if largest ≠ i then:

Max-Heapify($A, largest$)
```

The down-heap operation (without the preceding swap) can also be used to modify the value of the root, even when an element is not being deleted.

In the worst case, the new root has to be swapped with its child on each level until it reaches the bottom level of the heap, meaning that the delete operation has a time complexity relative to the height of the tree, or $O(\log n)$.

**Building a heap**

A heap could be built by successive insertions. This approach requires $O(n \log n)$ time because each insertion takes $O(\log n)$ time and there are $n$ elements. However this is not the optimal method. The optimal method starts by arbitrarily putting the elements on a binary tree, respecting the shape property (the tree could be represented by an array, see below). Then starting from the lowest level and moving upwards, shift the root of each subtree downward as in the deletion algorithm until the heap property is restored. More specifically if all the subtrees starting at some height $h$ (measured from the bottom) have already been "heapified", the trees at height $h + 1$ can be heapified by sending their root down along the path of maximum valued children when building a max-heap, or minimum valued children when building a min-heap. This process takes $O(h)$ operations (swaps) per node. In this method most of the heapification takes place in the lower levels. Since the height of the heap is $\lfloor \log(n) \rfloor$, the number of nodes at height $h$ is $\leq \left[2^{(\log n - h) - 1}\right] = \left[2^{\frac{\log n}{2h + 1}}\right] = \left[\frac{n}{2^{h + 1}}\right]$. Therefore, the cost of heapifying all subtrees is:

$$\sum_{h=0}^{[\log n]} n \frac{n}{2^{h + 1}} O(h) = O\left(n \sum_{h=0}^{[\log n]} \frac{h}{2^{h + 1}}\right) \leq O\left(n \sum_{h=0}^{\infty} \frac{h}{2^h}\right) = O(n)$$

This uses the fact that the given infinite series $h / 2^h$ converges to 2.
The exact value of the above (the worst-case number of comparisons during the heap construction) is known to be equal to:

$$2n - 2s_2(n) - e_2(n).$$

where $s_2(n)$ is the sum of all digits of the binary representation of $n$ and $e_2(n)$ is the exponent of 2 in the prime factorization of $n$.

The Build-Max-Heap function that follows, converts an array $A$ which stores a complete binary tree with $n$ nodes to a max-heap by repeatedly using Max-Heapify in a bottom up manner. It is based on the observation that the array elements indexed by $\lfloor n/2 \rfloor + 1, \lfloor n/2 \rfloor + 2, ..., n$ are all leaves for the tree, thus each is a one-element heap. Build-Max-Heap runs Max-Heapify on each of the remaining tree nodes.

**Build-Max-Heap**

3. Let $n$ be the number of elements in the heap and $i$ be an arbitrary valid index of the array storing the heap. If the tree root is at index 0, with valid indices 0 through $n-1$, then each element $a[i]$ has
   • children $a[2i+1]$ and $a[2i+2]$
   • parent $a[\lfloor (i-1)/2 \rfloor]$

   Alternatively, if the tree root is at index 1, with valid indices 1 through $n$, then each element $a[i]$ has
   • children $a[2i]$ and $a[2i+1]$
   • parent $a[\lfloor i/2 \rfloor]$.

   This implementation is used in the heapsort algorithm, where it allows the space in the input array to be reused to store the heap (i.e. the algorithm is done in-place). The implementation is also useful for use as a Priority queue where use of a dynamic array allows insertion of an unbounded number of items.

   The upheap/downheap operations can then be stated in terms of an array as follows: suppose that the heap property holds for the indices $b, b+1, ..., e$. The sift-down function extends the heap property to $b-1, b, b+1, ..., e$. Only index
$i = b - 1$ can violate the heap property. Let $j$ be the index of the largest child of $a[i]$ (for a max-heap, or the smallest child for a min-heap) within the range $b, \ldots, e$. (If no such index exists because $2i > e$ then the heap property holds for the newly extended range and nothing needs to be done.) By swapping the values $a[i]$ and $a[j]$ the heap property for position $i$ is established. At this point, the only problem is that the heap property might not hold for index $j$. The sift-down function is applied tail-recursively to index $j$ until the heap property is established for all elements.

The sift-down function is fast. In each step it only needs two comparisons and one swap. The index value where it is working doubles in each iteration, so that at most $\log_2 e$ steps are required.

For big heaps and using virtual memory, storing elements in an array according to the above scheme is inefficient: (almost) every level is in a different page. B-heaps are binary heaps that keep subtrees in a single page, reducing the number of pages accessed by up to a factor of ten.\(^5\)

The operation of merging two binary heaps takes $\Theta(n)$ for equal-sized heaps. The best you can do is (in case of array implementation) simply concatenating the two heap arrays and build a heap of the result.\(^6\) A heap on $n$ elements can be merged with a heap on $k$ elements using $O(\log n \log k)$ key comparisons, or, in case of a pointer-based implementation, in $O(\log n \log k)$ time.\(^7\) An algorithm for splitting a heap on $n$ elements into two heaps on $k$ and $n-k$ elements, respectively, based on a new view of heaps as an ordered collections of subheaps was presented in.\(^8\) The algorithm requires $O(\log n \times \log n)$ comparisons. The view also presents a new and conceptually simple algorithm for merging heaps. When merging is a common task, a different heap implementation is recommended, such as binomial heaps, which can be merged in $O(\log n)$.

Additionally, a binary heap can be implemented with a traditional binary tree data structure, but there is an issue with finding the adjacent element on the last level on the binary heap when adding an element. This element can be determined algorithmically or by adding extra data to the nodes, called "threading" the tree—instead of merely storing references to the children, we store the inorder successor of the node as well.

It is possible to modify the heap structure to allow extraction of both the smallest and largest element in $O(\log n)$ time.\(^9\) To do this, the rows alternate between min heap and max heap. The algorithms are roughly the same, but, in each step, one must consider the alternating rows with alternating comparisons. The performance is roughly the same as a normal single direction heap. This idea can be generalised to a min-max-median heap.

### Derivation of children's index in an array implementation

This derivation will show how for any given node $i$ (starts from zero), its children would be found at $2i + 1$ and $2i + 2$.

#### Mathematical proof

From the figure in "Heap Implementation" section, it can be seen that any node can store its children only after its right siblings and its left siblings' children have been stored. This fact will be used for derivation.

Total number of elements from root to any given level $l = 2^{l+1} - 1$, where $l$ starts at zero.

Suppose the node $i$ is at level $l$.

So, the total number of nodes from root to previous level would be $2^{(l+1)+1} - 1 = 2^l - 1$

Total number of nodes stored in the array till the index $i + 1$ (Counting $i$ too)

So, total number of siblings on the left of $i$ is

- Number of nodes including $i$—Number of nodes through the previous level—One node for $i$ itself
  
  $= (i + 1) - (2^l - 1) - 1$
  $= i + 1 - 2^l + 1 - 1$
  $= i - 2^l + 1$
Hence, total number of children of these siblings = \( 2(i - 2^i + 1) \)

Number of elements at any given level \( l = 2^l \)

So, total siblings to right of \( i \) is:

\[
= \text{Total nodes in level } l - (\text{Total siblings on left + 1})
\]

\[
= (2^l) - (i - 2^i + 2)
\]

\[
= 2^l + 2^l - i - 2
\]

\[
= 2^l - 2
\]

So, index of 1st child of node \( i \) would be:

\[
= i + \text{Total siblings on right} + 2 * \text{Total siblings on left + 1}
\]

\[
= i + (2^{l+1} - i - 2) + 2(i - 2^i + 1) + 1
\]

\[
= i + 2^{l+1} - i - 2 + 2i - 2^l + 2 + 2^l + 2 + 1
\]

\[
= i - i + 2i + 2^{l+1} - 2^l + 2 + 2 + 1
\]

\[
= 2i + 1 \quad \text{[Proved]}
\]

**Intuitive proof**

Although the mathematical approach proves this without doubt, the simplicity of the resulting equation suggests that there should be a simpler way to arrive at this conclusion.

For this two facts should be noted.

- Children for node \( i \) will be found at the very first empty slot.
- Second is that, all nodes previous to node \( i \), right up to the root, will have exactly two children. This is necessary to maintain the shape of the heap.

Now since all nodes have two children (as per the second fact) so all memory slots taken by the children will be \( 2((i + 1) - 1) = 2i \). We add one since \( i \) starts at zero. Then we subtract one since node \( i \) doesn't yet have any children.

This means all filled memory slots have been accounted for except one – the root node. Root is child to none. So finally, the count of all filled memory slots are \( 2i + 1 \).

So, by fact one and since our indexing starts at zero, \( 2i + 1 \) itself gives the index of the first child of \( i \).

**References**


**External links**

- Using Binary Heaps in A* Pathfinding (http://www.policyalmanac.org/games/binaryHeaps.htm)
- Java Implementation of Binary Heap (http://sites.google.com/site/indy256/algo-en/binary_heap)
- C++ implementation of generalized heap with Binary Heap support (https://github.com/valyala/gheap)
- Open Data Structures - Section 10.1 - BinaryHeap: An Implicit Binary Tree (http://opendatastructures.org/versions/edition-0.1e/ods-java/10_1_BinaryHeap_Implicit_Bi.html)
- Igushev, Eduard. "Binary Heap C++ implementation" (http://igushev.com/implementations/binary-heap-cpp/).

**Leftist tree**

In computer science, a **leftist tree** or **leftist heap** is a priority queue implemented with a variant of a binary heap. Every node has an **s-value** which is the distance to the nearest leaf. In contrast to a **binary heap**, a leftist tree attempts to be very unbalanced. In addition to the heap property, leftist trees are maintained so the right descendant of each node has the lower s-value.

The leftist tree was invented by Clark Allan Crane. The name comes from the fact that the left subtree is usually taller than the right subtree.

When inserting a new node into a tree, a new one-node tree is created and merged into the existing tree. To delete a minimum item, we remove the root and the left and right sub-trees are then merged. Both these operations take $O(\log n)$ time. For insertions, this is slower than binary heaps which support insertion in amortized constant time, $O(1)$ and $O(\log n)$ worst-case.

Leftist trees are advantageous because of their ability to merge quickly, compared to binary heaps which take $\Theta(n)$. In almost all cases, skew heaps have better performance.

**Bias**

The usual leftist tree is a **height-biased** leftist tree. However, other biases can exist, such as in the **weight-biased** leftist tree.

**S-value**

The s-value of a node is the distance from that node to the nearest leaf of the extended binary representation of the tree [1]. The extended representation (not shown) fills out the tree so that each node has 2 children (adding a total of 5 leaves here). The minimum distance to these leaves are marked in the diagram. Thus s-value of 4 is 2, since the closest leaf is that of 8 --if 8 were extended. The s-value of 5 is 1 since its extended representation would have one leaf itself.
Merging height biased leftist trees

Merging two nodes together depends on whether the tree is a min or max height biased leftist tree. For a min height biased leftist tree, set the higher valued node as its right child of the lower valued node. If the lower valued node already has a right child, then merge the higher valued node with the sub-tree rooted by the right child of the lower valued node.

After merging, the s-value of the lower valued node must be updated (see above section, s-value). Now check if the lower valued node has a left child. If it does not, then move the right child to the left. If it does have a left child, then the child with the highest s-value should go on the left.

Java code for merging a min height biased leftist tree

```java
public Node merge(Node x, Node y) {
    if (x == null)
        return y;
    if (y == null)
        return x;

    // if this was a max height biased leftist tree, then the
    // next line would be: if(x.element < y.element)
    if (x.element.compareTo(y.element) > 0) {
        // x.element > y.element
        Node temp = x;
        x = y;
        y = temp;
    }

    x.rightChild = merge(x.rightChild, y);

    if(x.leftChild == null) {
        // left child doesn't exist, so move right child to the left side
        x.leftChild = x.rightChild;
        x.rightChild = null;
        x.s = 1;
    } else {
        // left child does exist, so compare s-values
        if(x.leftChild.s < x.rightChild.s) {
            Node temp = x.leftChild;
            x.leftChild = x.rightChild;
            x.rightChild = temp;
        }
        // since we know the right child has the lower s-value, we can just
        // add one to its s-value
        x.s = x.rightChild.s + 1;
    }

    return x;
}
```
Initializing a height biased leftist tree

Initializing a height biased leftist tree is primarily done in one of two ways. The first is to merge each node one at a time into one HBLT. This process is inefficient and takes $O(n \log n)$ time. The other approach is to use a queue to store each node and resulting tree. The first two items in the queue are removed, merged, and placed back into the queue. This can initialize a HBLT in $O(n)$ time. This approach is detailed in the three diagrams supplied. A min height biased leftist tree is shown.

To initialize a min HBLT, place each element to be added to the tree into a queue. In the example (see Part 1 to the left), the set of numbers [4, 8, 10, 9, 1, 3, 5, 6, 11] are initialized. Each line of the diagram represents another cycle of the algorithm, depicting the contents of the queue. The first five steps are easy to follow. Notice that the freshly created HBLT is added to the end of the queue. In the fifth step, the first occurrence of an s-value greater than 1 occurs. The sixth step shows two trees merged with each other, with predictable results.

In part 2 a slightly more complex merge happens. The tree with the lower value (tree x) has a right child, so merge must be called again on the subtree rooted by tree x's right child and the other tree. After the merge with the subtree, the resulting tree is put back into tree x. The s-value of the right child (s=2) is now greater than the s-value of the left child (s=1), so they must be swapped. The s-value of the root node 4 is also now 2.

Part 3 is the most complex. Here, we recursively call merge twice (each time with the right child 's subtree that is not grayed out). This uses the same process described for part 2.

External links

- Leftist Trees[^2], Sartaj Sahni
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### Topological sorting

In computer science, a **topological sort** (sometimes abbreviated **topsort** or **toposort**) or **topological ordering** of a directed graph is a linear ordering of its vertices such that, for every edge \( uv \), \( u \) comes before \( v \) in the ordering. For instance, the vertices of the graph may represent tasks to be performed, and the edges may represent constraints that one task must be performed before another; in this application, a topological ordering is just a valid sequence for the tasks. A topological ordering is possible if and only if the graph has no directed cycles, that is, if it is a directed acyclic graph (DAG). Any DAG has at least one topological ordering, and algorithms are known for constructing a topological ordering of any DAG in linear time.

### Examples

The canonical application of topological sorting (topological order) is in scheduling a sequence of jobs or tasks based on their dependencies; topological sorting algorithms were first studied in the early 1960s in the context of the PERT technique for scheduling in project management (Jarnagin 1960). The jobs are represented by vertices, and there is an edge from \( x \) to \( y \) if job \( x \) must be completed before job \( y \) can be started (for example, when washing clothes, the washing machine must finish before we put the clothes to dry). Then, a topological sort gives an order in which to perform the jobs.

In computer science, applications of this type arise in instruction scheduling, ordering of formula cell evaluation when recomputing formula values in spreadsheets, logic synthesis, determining the order of compilation tasks to perform in makefiles, serialization, and resolving symbol dependencies in linkers.

The graph shown to the left has many valid topological sorts, including:

- \( 7, 5, 11, 3, 8, 2, 9, 10 \) (visual left-to-right, top-to-bottom)
- \( 3, 5, 7, 8, 11, 2, 9, 10 \) (smallest-numbered available vertex first)
- \( 3, 7, 8, 5, 11, 10, 2, 9 \)
- \( 5, 7, 3, 8, 11, 10, 9, 2 \) (fewest edges first)
- \( 7, 5, 11, 3, 10, 8, 9, 2 \) (largest-numbered available vertex first)
- \( 7, 5, 11, 2, 3, 8, 9, 10 \)

### Algorithms

The usual algorithms for topological sorting have running time linear in the number of nodes plus the number of edges (\( \mathcal{O}(|V| + |E|) \)).

One of these algorithms, first described by Kahn (1962), works by choosing vertices in the same order as the eventual topological sort. First, find a list of “start nodes” which have no incoming edges and insert them into a set \( S \); at least one such node must exist in an acyclic graph. Then:

\[
\begin{align*}
L & \leftarrow \text{Empty list that will contain the sorted elements} \\
S & \leftarrow \text{Set of all nodes with no incoming edges} \\
\text{while } S \text{ is non-empty do} \\
& \quad \text{remove a node } n \text{ from } S \\
& \quad \text{insert } n \text{ into } L
\end{align*}
\]
for each node m with an edge e from n to m do
    remove edge e from the graph
    if m has no other incoming edges then
        insert m into S
if graph has edges then
    return error (graph has at least one cycle)
else
    return L (a topologically sorted order)

If the graph is a DAG, a solution will be contained in the list L (the solution is not necessarily unique). Otherwise, the graph must have at least one cycle and therefore a topological sorting is impossible.

Note that, reflecting the non-uniqueness of the resulting sort, the structure S can be simply a set or a queue or a stack. Depending on the order that nodes n are removed from set S, a different solution is created. A variation of Kahn's algorithm that breaks ties lexicographically forms a key component of the Coffman–Graham algorithm for parallel scheduling and layered graph drawing.

An alternative algorithm for topological sorting is based on depth-first search. For this algorithm, edges point in the opposite direction as the previous algorithm (and the opposite direction to that shown in the diagram in the Examples section above). There is an edge from x to y if job x depends on job y (in other words, if job y must be completed before job x can be started). The algorithm loops through each node of the graph, in an arbitrary order, initiating a depth-first search that terminates when it hits any node that has already been visited since the beginning of the topological sort:

L ← Empty list that will contain the sorted nodes
S ← Set of all nodes with no incoming edges
for each node n in S do
    visit(n)
function visit(node n)
    if n has not been visited yet then
        mark n as visited
        for each node m with an edge from n to m do
            visit(m)
        add n to L
Note that each node n gets added to the output list L only after considering all other nodes on which n depends (all descendant nodes of n in the graph). Specifically, when the algorithm adds node n, we are guaranteed that all nodes on which n depends are already in the output list L: they were added to L either by the preceding recursive call to visit(), or by an earlier call to visit(). Since each edge and node is visited once, the algorithm runs in linear time. Note that the simple pseudocode above cannot detect the error case where the input graph contains cycles. The algorithm can be refined to detect cycles by watching for nodes which are visited more than once during any nested sequence of recursive calls to visit() (e.g., by passing a list down as an extra argument to visit(), indicating which nodes have already been visited in the current call stack). This depth-first-search-based algorithm is the one described by Cormen et al. (2001); it seems to have been first described in print by Tarjan (1976).
Uniqueness

If a topological sort has the property that all pairs of consecutive vertices in the sorted order are connected by edges, then these edges form a directed Hamiltonian path in the DAG. If a Hamiltonian path exists, the topological sort order is unique; no other order respects the edges of the path. Conversely, if a topological sort does not form a Hamiltonian path, the DAG will have two or more valid topological orderings, for in this case it is always possible to form a second valid ordering by swapping two consecutive vertices that are not connected by an edge to each other. Therefore, it is possible to test in polynomial time whether a unique ordering exists, and whether a Hamiltonian path exists, despite the NP-hardness of the Hamiltonian path problem for more general directed graphs (Vernet & Markenzon 1997).

Relation to partial orders

Topological orderings are also closely related to the concept of a linear extension of a partial order in mathematics.

A partially ordered set is just a set of objects together with a definition of the "≤" inequality relation, satisfying the axioms of reflexivity (x ≤ x), antisymmetry (if x ≤ y and y ≤ x then x = y) and transitivity (if x ≤ y and y ≤ z, then x ≤ z). A total order is a partial order in which, for every two objects x and y in the set, either x ≤ y or y ≤ x. Total orders are familiar in computer science as the comparison operators needed to perform comparison sorting algorithms. For finite sets, total orders may be identified with linear sequences of objects, where the "≤" relation is true whenever the first object precedes the second object in the order; a comparison sorting algorithm may be used to convert a total order into a sequence in this way. A linear extension of a partial order is a total order that is compatible with it, in the sense that, if x ≤ y in the partial order, then x ≤ y in the total order as well.

One can define a partial ordering from any DAG by letting the set of objects be the vertices of the DAG, and defining x ≤ y to be true, for any two vertices x and y, whenever there exists a directed path from x to y; that is, whenever y is reachable from x. With these definitions, a topological ordering of the DAG is the same thing as a linear extension of this partial order. Conversely, any partial ordering may be defined as the reachability relation in a DAG. One way of doing this is to define a DAG that has a vertex for every object in the partially ordered set, and an edge xy for every pair of objects for which x ≤ y. An alternative way of doing this is to use the transitive reduction of the partial ordering; in general, this produces DAGs with fewer edges, but the reachability relation in these DAGs is still the same partial order. By using these constructions, one can use topological ordering algorithms to find linear extensions of partial orders.

References

External links

- NIST Dictionary of Algorithms and Data Structures: topological sort [1]
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In graph theory, **breadth-first search (BFS)** is a strategy for searching in a graph when search is limited to essentially two operations: (a) visit and inspect a node of a graph; (b) gain access to visit the nodes that neighbor the currently visited node. The BFS begins at a root node and inspects all the neighboring nodes. Then for each of those neighbor nodes in turn, it inspects their neighbor nodes which were unvisited, and so on. Compare it with the depth-first search.
Algorithm

The algorithm uses a queue data structure to store intermediate results as it traverses the graph, as follows:

1. Enqueue the root node
2. Dequeue a node and examine it
   • If the element sought is found in this node, quit the search and return a result.
   • Otherwise enqueue any successors (the direct child nodes) that have not yet been discovered.
3. If the queue is empty, every node on the graph has been examined – quit the search and return "not found".
4. If the queue is not empty, repeat from Step 2.

Note: Using a stack instead of a queue would turn this algorithm into a depth-first search.

Pseudocode

Input: A graph \( G \) and a root \( v \) of \( G \)

```
1 procedure BFS(G, v):
2     create a queue Q
3     enqueue v onto Q
4     mark v
5     while Q is not empty:
6         t ← Q.dequeue()
7         if t is what we are looking for:
8             return t
9         for all edges e in G.adjacentEdges(t) do
10            u ← G.adjacentVertex(t, e)
11            if u is not marked:
12               mark u
13               enqueue u onto Q
```
Features

Space complexity
When the number of vertices in the graph is known ahead of time, and additional data structures are used to determine which vertices have already been added to the queue, the space complexity can be expressed as $O(|V|)$ where $|V|$ is the cardinality of the set of vertices.

Time complexity
The time complexity can be expressed as $O(|E|)$ since every vertex and every edge will be explored in the worst case. Note: $O(|E|)$ may vary between $O(|V|)$ and $O(|V|^2)$, depending on how sparse the input graph is (assuming that the graph is connected).

Applications
Breadth-first search can be used to solve many problems in graph theory, for example:

- Finding all nodes within one connected component
- Copying Collection, Cheney's algorithm
- Finding the shortest path between two nodes $u$ and $v$ (with path length measured by number of edges)
- Testing a graph for bipartiteness
- (Reverse) Cuthill–McKee mesh numbering
- Ford–Fulkerson method for computing the maximum flow in a flow network
- Serialization/Deserialization of a binary tree vs serialization in sorted order, allows the tree to be re-constructed in an efficient manner.

Finding connected components
The set of nodes reached by a BFS (breadth-first search) form the connected component containing the starting node.

Testing bipartiteness
BFS can be used to test bipartiteness, by starting the search at any vertex and giving alternating labels to the vertices visited during the search. That is, give label 0 to the starting vertex, 1 to all its neighbours, 0 to those neighbours' neighbours, and so on. If at any step a vertex has (visited) neighbours with the same label as itself, then the graph is not bipartite. If the search ends without such a situation occurring, then the graph is bipartite.

References

External links
- Breadth-First Explanation and Example (http://www.cse.ohio-state.edu/~gurari/course/cis680/cis680Ch14.html#QQ1-46-92)
Dijkstra's algorithm

Dijkstra's algorithm, conceived by Dutch computer scientist Edsger Dijkstra in 1956 and published in 1959, is a graph search algorithm that solves the single-source shortest path problem for a graph with nonnegative edge path costs, producing a shortest path tree. This algorithm is often used in routing and as a subroutine in other graph algorithms.

For a given source vertex (node) in the graph, the algorithm finds the path with lowest cost (i.e. the shortest path) between that vertex and every other vertex. It can also be used for finding costs of shortest paths from a single vertex to a single destination vertex by stopping the algorithm once the shortest path to the destination vertex has been determined. For example, if the vertices of the graph represent cities and edge path costs represent driving distances between pairs of cities connected by a direct road, Dijkstra's algorithm can be used to find the shortest route between one city and all other cities. As a result, the shortest path first is widely used in network routing protocols, most notably IS-IS and OSPF (Open Shortest Path First).

Dijkstra's original algorithm does not use a min-priority queue and runs in $O(V^2)$. The idea of this algorithm is also given in (Leyzorek et al. 1957). The implementation based on a min-priority queue implemented by a Fibonacci heap and running in $O(E + V \log V)$ is due to (Fredman & Tarjan 1984). This is asymptotically the fastest known single-source shortest-path algorithm for arbitrary directed graphs with unbounded nonnegative weights.
Algorithm

Let the node at which we are starting be called the initial node. Let the distance of node Y be the distance from the initial node to Y. Dijkstra's algorithm will assign some initial distance values and will try to improve them step by step.

1. Assign to every node a tentative distance value: set it to zero for our initial node and to infinity for all other nodes.
2. Mark all nodes unvisited. Set the initial node as current. Create a set of the unvisited nodes called the unvisited set consisting of all the nodes except the initial node.
3. For the current node, consider all of its unvisited neighbors and calculate their tentative distances. For example, if the current node A is marked with a tentative distance of 6, and the edge connecting it with a neighbor B has length 2, then the distance to B (through A) will be $6+2=8$. If this distance is less than the previously recorded tentative distance of B, then overwrite that distance. Even though a neighbor has been examined, it is not marked as "visited" at this time, and it remains in the unvisited set.
4. When we are done considering all of the neighbors of the current node, mark the current node as visited and remove it from the unvisited set. A visited node will never be checked again; its distance recorded now is final and minimal.
5. If the destination node has been marked visited (when planning a route between two specific nodes) or if the smallest tentative distance among the nodes in the unvisited set is infinity (when planning a complete traversal), then stop. The algorithm has finished.
6. Set the unvisited node marked with the smallest tentative distance as the next "current node" and go back to step 3.

Description

Note: For ease of understanding, this discussion uses the terms intersection, road and map — however, formally these terms are vertex, edge and graph, respectively.

Suppose you want to find the shortest path between two intersections on a city map, a starting point and a destination. The order is conceptually simple: to start, mark the distance to every intersection on the map with infinity. This is done not to imply there is an infinite distance, but to note that that intersection has not yet been visited; some variants of this method simply leave the intersection unlabeled. Now, at each iteration, select a current intersection. For the first iteration the current intersection will be the starting point and the distance to it (the intersection's label) will be zero. For subsequent iterations (after the first) the current intersection will be the closest unvisited intersection to the starting point — this will be easy to find.

From the current intersection, update the distance to every unvisited intersection that is directly connected to it. This is done by determining the sum of the distance between an unvisited intersection and the value of the current intersection, and relabeling the unvisited intersection with this value if it is less than its current value. In effect, the intersection is relabeled if the path to it through the current intersection is shorter than the previously known paths. To facilitate shortest path identification, in pencil, mark the road with an arrow pointing to the relabeled intersection if you label/relabel it, and erase all others pointing to it. After you have updated the distances to each neighboring intersection, mark the current intersection as visited and select the unvisited intersection with lowest distance (from the starting point) -- or lowest label — as the current intersection. Nodes marked as visited are labeled with the
Dijkstra's algorithm

shortest path from the starting point to it and will not be revisited or returned to.

Continue this process of updating the neighboring intersections with the shortest distances, then marking the current intersection as visited and moving onto the closest unvisited intersection until you have marked the destination as visited. Once you have marked the destination as visited (as is the case with any visited intersection) you have determined the shortest path to it, from the starting point, and can trace your way back, following the arrows in reverse.

Of note is the fact that this algorithm makes no attempt to direct "exploration" towards the destination as one might expect. Rather, the sole consideration in determining the next "current" intersection is its distance from the starting point. In some sense, this algorithm "expands outward" from the starting point, iteratively considering every node that is closer in terms of shortest path distance until it reaches the destination. When understood in this way, it is clear how the algorithm necessarily finds the shortest path, however it may also reveal one of the algorithm's weaknesses: its relative slowness in some topologies.

Pseudocode

In the following algorithm, the code $u := \text{vertex in } Q \text{ with smallest } \text{dist}[\cdot]$, searches for the vertex $u$ in the vertex set $Q$ that has the least $\text{dist}[u]$ value. That vertex is removed from the set $Q$ and returned to the user. $\text{dist}_\text{between}(u, v)$ calculates the length between the two neighbor-nodes $u$ and $v$. The variable $\text{alt}$ on lines 20 & 22 is the length of the path from the root node to the neighbor node $v$ if it were to go through $u$. If this path is shorter than the current shortest path recorded for $v$, that current path is replaced with this $\text{alt}$ path. The $\text{previous}$ array is populated with a pointer to the "next-hop" node on the source graph to get the shortest route to the source.

```
1 function Dijkstra(Graph, source):
2     for each vertex v in Graph:    // Initializations
3         dist[v] := infinity;    // Unknown distance function from
4             previous[v] := undefined;    // Previous node in optimal path
5     end for    // from source
6
7     dist[source] := 0;    // Distance from source to source
8     Q := the set of all nodes in Graph;    // All nodes in the graph are
9         Q := all unoptimized - thus are in Q
10     while Q is not empty:
11         u := vertex in Q with smallest distance in dist[];    // Start node in first case
12         remove u from Q;
13         if dist[u] = infinity:    // all remaining vertices are
14             break;    // inaccessible from source
15         end if
16
17         for each neighbor v of u:    // where v has not yet been
18             alt := dist[u] + dist_between(u, v);    // removed from Q.
19             if alt < dist[v]:    // Relax (u,v,a)
20                 dist[v] := alt;
21                 previous[v] := u;
22                 decrease-key v in Q;    // Reorder v in the Queue
23             end if
```
If we are only interested in a shortest path between vertices source and target, we can terminate the search at line 13 if \( u = \text{target} \). Now we can read the shortest path from source to target by reverse iteration:

\[
\begin{aligned}
1 & \text{ } S := \text{empty sequence} \\
2 & \text{ } u := \text{target} \\
3 & \text{while } \text{previous}[u] \text{ is defined:} \\
4 & \text{ insert } u \text{ at the beginning of } S \\
5 & \text{ u := previous}[u] \\
6 & \text{ end while;}
\end{aligned}
\]

Now sequence \( S \) is the list of vertices constituting one of the shortest paths from source to target, or the empty sequence if no path exists.

A more general problem would be to find all the shortest paths between source and target (there might be several different ones of the same length). Then instead of storing only a single node in each entry of \( \text{previous}[] \) we would store all nodes satisfying the relaxation condition. For example, if both \( r \) and source connect to target and both of them lie on different shortest paths through target (because the edge cost is the same in both cases), then we would add both \( r \) and source to \( \text{previous}[\text{target}] \). When the algorithm completes, \( \text{previous}[] \) data structure will actually describe a graph that is a subset of the original graph with some edges removed. Its key property will be that if the algorithm was run with some starting node, then every path from that node to any other node in the new graph will be the shortest path between those nodes in the original graph, and all paths of that length from the original graph will be present in the new graph. Then to actually find all these shortest paths between two given nodes we would use a path finding algorithm on the new graph, such as depth-first search.

**Running time**

An upper bound of the running time of Dijkstra’s algorithm on a graph with edges \( E \) and vertices \( V \) can be expressed as a function of \( |E| \) and \( |V| \) using big-O notation.

For any implementation of vertex set \( Q \) the running time is in \( O(|E| \cdot dk_Q + |V| \cdot em_Q) \), where \( dk_Q \) and \( em_Q \) are times needed to perform decrease key and extract minimum operations in set \( Q \), respectively.

The simplest implementation of the Dijkstra’s algorithm stores vertices of set \( Q \) in an ordinary linked list or array, and extract minimum from \( Q \) is simply a linear search through all vertices in \( Q \). In this case, the running time is \( O(|E| + |V|^2) = O(|V|^2) \).

For sparse graphs, that is, graphs with far fewer than \( O(|V|^2) \) edges, Dijkstra’s algorithm can be implemented more efficiently by storing the graph in the form of adjacency lists and using a binary heap, pairing heap, or Fibonacci heap as a priority queue to implement extracting minimum efficiently. With a binary heap, the algorithm requires \( \Theta((|E| + |V|) \log |V|) \) time (which is dominated by \( \Theta(|E| \log |V|) \), assuming the graph is connected). To avoid \( O(V^2) \) look-up in decrease-key step on a vanilla binary heap, it is necessary to maintain a supplementary index mapping each vertex to the heap’s index (and keep it up to date as priority queue \( Q \) changes), making it take only \( O(\log |V|) \) time instead. The Fibonacci heap improves this to \( O(|E| + |V| \log |V|) \).

Note that for directed acyclic graphs, it is possible to find shortest paths from a given starting vertex in linear time, by processing the vertices in a topological order, and calculating the path length for each vertex to be the minimum length obtained via any of its incoming edges.\(^3\)
Related problems and algorithms

The functionality of Dijkstra's original algorithm can be extended with a variety of modifications. For example, sometimes it is desirable to present solutions which are less than mathematically optimal. To obtain a ranked list of less-than-optimal solutions, the optimal solution is first calculated. A single edge appearing in the optimal solution is removed from the graph, and the optimum solution to this new graph is calculated. Each edge of the original solution is suppressed in turn and a new shortest-path calculated. The secondary solutions are then ranked and presented after the first optimal solution.

Dijkstra's algorithm is usually the working principle behind link-state routing protocols, OSPF and IS-IS being the most common ones.

Unlike Dijkstra's algorithm, the Bellman-Ford algorithm can be used on graphs with negative edge weights, as long as the graph contains no negative cycle reachable from the source vertex \( s \). (The presence of such cycles means there is no shortest path, since the total weight becomes lower each time the cycle is traversed.)

The \( A^* \) algorithm is a generalization of Dijkstra's algorithm that cuts down on the size of the subgraph that must be explored, if additional information is available that provides a lower bound on the "distance" to the target. This approach can be viewed from the perspective of linear programming: there is a natural linear program for computing shortest paths, and solutions to its dual linear program are feasible if and only if they form a consistent heuristic (speaking roughly, since the sign conventions differ from place to place in the literature). This feasible dual / consistent heuristic defines a nonnegative reduced cost and \( A^* \) is essentially running Dijkstra's algorithm with these reduced costs. If the dual satisfies the weaker condition of admissibility, then \( A^* \) is instead more akin to the Bellman-Ford algorithm.

The process that underlies Dijkstra's algorithm is similar to the greedy process used in Prim's algorithm. Prim's purpose is to find a minimum spanning tree that connects all nodes in the graph; Dijkstra is concerned with only two nodes. Prim's does not evaluate the total weight of the path from the starting node, only the individual path.

Dynamic programming perspective

From a dynamic programming point of view, Dijkstra's algorithm is a successive approximation scheme that solves the dynamic programming functional equation for the shortest path problem by the Reaching method.[4][5][6]

In fact, Dijkstra's explanation of the logic behind the algorithm,[7] namely

**Problem 2.** Find the path of minimum total length between two given nodes \( P \) and \( Q \).

We use the fact that, if \( R \) is a node on the minimal path from \( P \) to \( Q \), knowledge of the latter implies the knowledge of the minimal path from \( P \) to \( R \). is a paraphrasing of Bellman's famous Principle of Optimality in the context of the shortest path problem.

Notes

[1] Dijkstra, Edsger; Thomas J. Misa, Editor (2010-08). "An Interview with Edsger W. Dijkstra". Communications of the ACM 53 (8): 41–47. doi:10.1145/1787234.1787249. "What is the shortest way to travel from Rotterdam to Groningen? It is the algorithm for the shortest path which I designed in about 20 minutes. One morning I was shopping with my young fiancée, and tired, we sat down on the café terrace to drink a cup of coffee and I was just thinking about whether I could do this, and I then designed the algorithm for the shortest path."
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External links

- Dijkstra's Algorithm in C# (http://www.codeproject.com/KB/recipes/ShortestPathCalculation.aspx)
- Fast Priority Queue Implementation of Dijkstra's Algorithm in C# (http://www.codeproject.com/KB/recipes/FastHeapDijkstra.aspx)
- Applet by Carla Laffra of Pace University (http://www.dgp.toronto.edu/people/JamesStewart/270/9798s/Laffra/DijkstraApplet.html)
- Visualization of Dijkstra's Algorithm (http://students.ceid.upatras.gr/~papagel/english/java_docs/minDijk.htm)
- Shortest Path Problem: Dijkstra's Algorithm (http://www-b2.is.tokushima-u.ac.jp/~ikeda/suuri/dijkstra/Dijkstra.shtml)
- Dijkstra's Algorithm Applet (http://www.unf.edu/~wkloster/foundations/DijkstraApplet/DijkstraApplet.htm)
- Open Source Java Graph package with implementation of Dijkstra's Algorithm (http://code.google.com/p/annas/)
- Haskell implementation of Dijkstra's Algorithm (http://bonsaicode.wordpress.com/2011/01/04/programming-praxis-dijkstras-algorithm/) on Bonsai code
- QuickGraph, Graph Data Structures and Algorithms for .NET (http://quickgraph.codeplex.com/)
- Implementation in Boost C++ library (http://www.boost.org/doc/libs/1_43_0/libs/graph/doc/dijkstra_shortest_paths.html)
- Implementation in T-SQL (http://hansolav.net/sql/graphics.html)
- A Java library for path finding with Dijkstra's Algorithm and example applet (http://www.stackframe.com/software/PathFinder)
• A MATLAB program for Dijkstra's algorithm (http://www.mathworks.com/matlabcentral/fileexchange/20025-advanced-dijkstras-minimum-path-algorithm)

Prim's algorithm

In computer science, **Prim's algorithm** is a greedy algorithm that finds a minimum spanning tree for a connected weighted undirected graph. This means it finds a subset of the edges that forms a tree that includes every vertex, where the total weight of all the edges in the tree is minimized. The algorithm was developed in 1930 by Czech mathematician Vojtěch Jarník and later independently by computer scientist Robert C. Prim in 1957 and rediscovered by Edsger Dijkstra in 1959. Therefore it is also sometimes called the **DJP algorithm**, the **Jarník algorithm**, or the **Prim–Jarník algorithm**.

Other algorithms for this problem include Kruskal's algorithm and Borůvka's algorithm. However, these other algorithms can also find minimum spanning forests of disconnected graphs, while Prim's algorithm requires the graph to be connected.

**Description**

**Informal**

- create a tree containing a single vertex, chosen arbitrarily from the graph
- create a set containing all the edges in the graph
- loop until every edge in the set connects two vertices in the tree
  - remove from the set an edge with minimum weight that connects a vertex in the tree with a vertex not in the tree
  - add that edge to the tree

**Technical**

An empty graph cannot have a spanning tree, so we begin by assuming that the graph is non-empty.

The algorithm continuously increases the size of a tree, one edge at a time, starting with a tree consisting of a single vertex, until it spans all vertices.

- **Input**: A non-empty connected weighted graph with vertices $V$ and edges $E$ (the weights can be negative).
- **Initialize**: $V_{\text{new}} = \{x\}$, where $x$ is an arbitrary node (starting point) from $V$, $E_{\text{new}} = \{\}$
- **Repeat until** $V_{\text{new}} = V$:
  - Choose an edge $\{u, v\}$ with minimal weight such that $u$ is in $V_{\text{new}}$ and $v$ is not (if there are multiple edges with the same weight, any of them may be picked)
  - Add $v$ to $V_{\text{new}}$ and $\{u, v\}$ to $E_{\text{new}}$
- **Output**: $V_{\text{new}}$ and $E_{\text{new}}$ describe a minimal spanning tree

Prim's algorithm has many applications, such as in the generation of this maze, which applies Prim's algorithm to a randomly weighted grid graph.
Time complexity

<table>
<thead>
<tr>
<th>Minimum edge weight data structure</th>
<th>Time complexity (total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>adjacency matrix, searching</td>
<td>$O(V^2)$</td>
</tr>
<tr>
<td>binary heap and adjacency list</td>
<td>$O((V + E) \log V) = O(E \log V)$</td>
</tr>
<tr>
<td>Fibonacci heap and adjacency list</td>
<td>$O(E + V \log V)$</td>
</tr>
</tbody>
</table>

A simple implementation using an adjacency matrix graph representation and searching an array of weights to find the minimum weight edge to add requires $O(V^2)$ running time. Using a simple binary heap data structure and an adjacency list representation, Prim's algorithm can be shown to run in time $O(E \log V)$ where $E$ is the number of edges and $V$ is the number of vertices. Using a more sophisticated Fibonacci heap, this can be brought down to $O(E + V \log V)$, which is asymptotically faster when the graph is dense enough that $E$ is $\omega(V)$.

Example run

<table>
<thead>
<tr>
<th>Image</th>
<th>U</th>
<th>possible edges</th>
<th>V \ U</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image 1" /></td>
<td>{}</td>
<td>{}</td>
<td>{A,B,C,D,E,F,G}</td>
<td>This is our original weighted graph. The numbers near the edges indicate their weight.</td>
</tr>
<tr>
<td><img src="image2.png" alt="Image 2" /></td>
<td>{D}</td>
<td>{D,A} = 5 V {D,B} = 9 {D,E} = 15 {D,F} = 6</td>
<td>{A,B,C,D,E,F,G}</td>
<td>Vertex D has been arbitrarily chosen as a starting point. Vertices A, B, E and F are connected to D through a single edge. A is the vertex nearest to D and will be chosen as the second vertex along with the edge AD.</td>
</tr>
<tr>
<td><img src="image3.png" alt="Image 3" /></td>
<td>{A,D}</td>
<td>{D,B} = 9 V {D,E} = 15 {D,F} = 6 V {A,B} = 7</td>
<td>{B,C,E,F,G}</td>
<td>The next vertex chosen is the vertex nearest to either D or A. B is 9 away from D and 7 away from A, E is 15, and F is 6. F is the smallest distance away, so we highlight the vertex F and the edge DF.</td>
</tr>
<tr>
<td><img src="image4.png" alt="Image 4" /></td>
<td>{A,D,F}</td>
<td>{D,B} = 9 V {D,E} = 15 {D,F} = 6 V {A,B} = 7 V {F,E} = 8 V {F,G} = 11</td>
<td>{B,C,E,G}</td>
<td>The algorithm carries on as above. Vertex B, which is 7 away from A, is highlighted.</td>
</tr>
<tr>
<td><img src="image5.png" alt="Image 5" /></td>
<td>{A,B,D,F}</td>
<td>{B,C} = 8 V {B,E} = 7 V {D,B} = 9 V {D,E} = 15 cycle {D,F} = 6 V {E,F} = 8 V {F,G} = 11</td>
<td>{C,E,G}</td>
<td>In this case, we can choose between C, E, and G. C is 8 away from B, E is 7 away from B, and G is 11 away from F. E is nearest, so we highlight the vertex E and the edge BE.</td>
</tr>
</tbody>
</table>
**Prim's algorithm**

Here, the only vertices available are C and G. C is 5 away from E, and G is 9 away from E. C is chosen, so it is highlighted along with the edge EC.

Vertex G is the only remaining vertex. It is 11 away from F, and 9 away from E. E is nearer, so we highlight G and the edge EG.

Now all the vertices have been selected and the minimum spanning tree is shown in green. In this case, it has weight 39.

---

**Proof of correctness**

Let $P$ be a connected, weighted graph. At every iteration of Prim's algorithm, an edge must be found that connects a vertex in a subgraph to a vertex outside the subgraph. Since $P$ is connected, there will always be a path to every vertex. The output $Y$ of Prim's algorithm is a tree, because the edge and vertex added to tree $Y$ are connected. Let $Y_1$ be a minimum spanning tree of graph $P$. If $Y_1=Y$ then $Y$ is a minimum spanning tree. Otherwise, let $e$ be the first edge added during the construction of tree $Y$ that is not in tree $Y_1$, and $V$ be the set of vertices connected by the edges added before edge $e$. Then one endpoint of edge $e$ is in set $V$ and the other is not. Since tree $Y_1$ is a spanning tree of graph $P$, there is a path in tree $Y_1$ joining the two endpoints. As one travels along the path, one must encounter an edge $f$ joining a vertex in set $V$ to one that is not in set $V$. Now, at the iteration when edge $e$ was added to tree $Y$, edge $f$ could also have been added and it would be added instead of edge $e$ if its weight was less than $e$ (we know we encountered the opportunity to take "f" before "e" because "f" is connected to V, and we visited every vertex of V before the vertex to which we connected "e" ["e" is connected to the last vertex we visited in V]). Since edge $f$ was not added, we conclude that
Let tree $Y_2$ be the graph obtained by removing edge $f$ from and adding edge $e$ to tree $Y_1$. It is easy to show that tree $Y_2$ is connected, has the same number of edges as tree $Y_1$, and the total weights of its edges is not larger than that of tree $Y_1$, therefore it is also a minimum spanning tree of graph $P$ and it contains edge $e$ and all the edges added before it during the construction of set $V$. Repeat the steps above and we will eventually obtain a minimum spanning tree of graph $P$ that is identical to tree $Y$. This shows $Y$ is a minimum spanning tree.

References

- V. Jarník: *O jistém problému minimálním* [About a certain minimal problem], Práce Moravské Přírodovědecké Společnosti, 6, 1930, pp. 57–63. (in Czech)

External links

- Animated example of Prim's algorithm (http://students.ceid.upatras.gr/~papagel/project/prim.htm)
- Prim's Algorithm (Java Applet) (http://www.mincel.com/java/prim.html)
- Minimum spanning tree demonstration Python program by Ronald L. Rivest (http://people.csail.mit.edu/rivest/programs.html)
- Open Source Java Graph package with implementation of Prim's Algorithm (http://code.google.com/p/annas/)
- Open Source C# class library with implementation of Prim's Algorithm (http://code.google.com/p/ngenerics/)
Kruskal's algorithm

Kruskal's algorithm is a greedy algorithm in graph theory that finds a minimum spanning tree for a connected weighted graph. This means it finds a subset of the edges that forms a tree that includes every vertex, where the total weight of all the edges in the tree is minimized. If the graph is not connected, then it finds a minimum spanning forest (a minimum spanning tree for each connected component).

This algorithm first appeared in *Proceedings of the American Mathematical Society*, pp. 48–50 in 1956, and was written by Joseph Kruskal.

Other algorithms for this problem include Prim's algorithm, Reverse-Delete algorithm, and Borůvka's algorithm.

Description

- create a forest \( F \) (a set of trees), where each vertex in the graph is a separate tree
- create a set \( S \) containing all the edges in the graph
- while \( S \) is nonempty and \( F \) is not yet spanning
  - remove an edge with minimum weight from \( S \)
  - if that edge connects two different trees, then add it to the forest, combining two trees into a single tree
  - otherwise discard that edge.

At the termination of the algorithm, the forest has only one component and forms a minimum spanning tree of the graph.

Complexity

Where \( E \) is the number of edges in the graph and \( V \) is the number of vertices, Kruskal's algorithm can be shown to run in \( O(E \log E) \) time, or equivalently, \( O(E \log V) \) time, all with simple data structures. These running times are equivalent because:

- \( E \) is at most \( V^2 \) and \( \log V^2 = 2 \log V \) is \( O(\log V) \).
- If we ignore isolated vertices, which will each be their own component of the minimum spanning forest, \( V \leq E+1 \), so \( \log V \) is \( O(\log E) \).

We can achieve this bound as follows: first sort the edges by weight using a comparison sort in \( O(E \log E) \) time; this allows the step "remove an edge with minimum weight from \( S \)" to operate in constant time. Next, we use a disjoint-set data structure (Union&Find) to keep track of which vertices are in which components. We need to perform \( O(E) \) operations, two 'find' operations and possibly one union for each edge. Even a simple disjoint-set data structure such as disjoint-set forests with union by rank can perform \( O(E \log V) \) operations in \( O(V \log V) \) time. Thus the total time is \( O(E \log E) = O(E \log V) \).

Provided that the edges are either already sorted or can be sorted in linear time (for example with counting sort or radix sort), the algorithm can use more sophisticated disjoint-set data structure to run in \( O(E \alpha(V)) \) time, where \( \alpha \) is the extremely slowly growing inverse of the single-valued Ackermann function.
Example

Download the example data. [1]

<table>
<thead>
<tr>
<th>Image</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td>AD and CE are the shortest edges, with length 5, and AD has been arbitrarily chosen, so it is highlighted.</td>
</tr>
<tr>
<td><img src="image2.png" alt="Image" /></td>
<td>CE is now the shortest edge that does not form a cycle, with length 5, so it is highlighted as the second edge.</td>
</tr>
<tr>
<td><img src="image3.png" alt="Image" /></td>
<td>The next edge, DF with length 6, is highlighted using much the same method.</td>
</tr>
<tr>
<td><img src="image4.png" alt="Image" /></td>
<td>The next-shortest edges are AB and BE, both with length 7. AB is chosen arbitrarily, and is highlighted. The edge BD has been highlighted in red, because there already exists a path (in green) between B and D, so it would form a cycle (ABD) if it were chosen.</td>
</tr>
<tr>
<td><img src="image5.png" alt="Image" /></td>
<td>The process continues to highlight the next-smallest edge, BE with length 7. Many more edges are highlighted in red at this stage: BC because it would form the loop BCE, DE because it would form the loop DEBA, and FE because it would form FEBAD.</td>
</tr>
<tr>
<td><img src="image6.png" alt="Image" /></td>
<td>Finally, the process finishes with the edge EG of length 9, and the minimum spanning tree is found.</td>
</tr>
</tbody>
</table>
Proof of correctness
The proof consists of two parts. First, it is proved that the algorithm produces a spanning tree. Second, it is proved that the constructed spanning tree is of minimal weight.

Spanning Tree
Let $P$ be a connected, weighted graph and let $Y$ be the subgraph of $P$ produced by the algorithm. $Y$ cannot have a cycle, since the last edge added to that cycle would have been within one subtree and not between two different trees. $Y$ cannot be disconnected, since the first encountered edge that joins two components of $Y$ would have been added by the algorithm. Thus, $Y$ is a spanning tree of $P$.

Minimality
We show that the following proposition $P$ is true by induction: If $F$ is the set of edges chosen at any stage of the algorithm, then there is some minimum spanning tree that contains $F$.
- Clearly $P$ is true at the beginning, when $F$ is empty: any minimum spanning tree will do, and there exists one because a weighted connected graph always has a minimum spanning tree.
- Now assume $P$ is true for some non-final edge set $F$ and let $T$ be a minimum spanning tree that contains $F$. If the next chosen edge $e$ is also in $T$, then $P$ is true for $F + e$. Otherwise, $T + e$ has a cycle $C$ and there is another edge $f$ that is in $C$ but not $F$. (If there were no such edge $f$, then $e$ could not have been added to $F$, since doing so would have created the cycle $C$.) Then $T - f + e$ is a tree, and it has the same weight as $T$, since $T$ has minimum weight and the weight of $f$ cannot be less than the weight of $e$, otherwise the algorithm would have chosen $f$ instead of $e$. So $T - f + e$ is a minimum spanning tree containing $F + e$ and again $P$ holds.
- Therefore, by the principle of induction, $P$ holds when $F$ has become a spanning tree, which is only possible if $F$ is a minimum spanning tree itself.

References

External links
- Download the example minimum spanning tree data.
- Animation of Kruskal's algorithm (Requires Java plugin)
- C# Implementation
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Bellman–Ford algorithm

The Bellman–Ford algorithm computes single-source shortest paths in a weighted digraph.\[^1\] For graphs with only non-negative edge weights, the faster Dijkstra's algorithm also solves the problem. Thus, Bellman–Ford is used primarily for graphs with negative edge weights. The algorithm is named after its developers, Richard Bellman and Lester Ford, Jr.

Negative edge weights are found in various applications of graphs, hence the usefulness of this algorithm.\[^2\] However, if a graph contains a "negative cycle", i.e., a cycle whose edges sum to a negative value, then walks of arbitrarily low weight can be constructed by repeatedly following the cycle, so there may not be a shortest path. In such a case, the Bellman-Ford algorithm can detect negative cycles and report their existence, but it cannot produce a correct "shortest path" answer if a negative cycle is reachable from the source.\[^3\][^1]

**Algorithm**

Bellman–Ford is based on dynamic programming approach. In its basic structure it is similar to Dijkstra's Algorithm, but instead of greedily selecting the minimum-weight node not yet processed to relax, it simply relaxes all the edges, and does this |V|−1 times, where |V| is the number of vertices in the graph. The repetitions allow minimum distances to propagate accurately throughout the graph, since, in the absence of negative cycles, the shortest path can visit each node at most only once. Unlike the greedy approach, which depends on certain structural assumptions derived from positive weights, this straightforward approach extends to the general case.

Bellman–Ford runs in O(|V|·|E|) time, where |V| and |E| are the number of vertices and edges respectively.

```plaintext
procedure BellmanFord(list vertices, list edges, vertex source)
  // This implementation takes in a graph, represented as lists of vertices
  // and edges, and modifies the vertices so that their distance and
  // predecessor attributes store the shortest paths.

  // Step 1: initialize graph
  for each vertex v in vertices:
    if v is source then v.distance := 0
    else v.distance := infinity
    v.predecessor := null

  // Step 2: relax edges repeatedly
  for i from 1 to size(vertices)−1:
    for each edge uv in edges: // uv is the edge from u to v
      u := uv.source
      v := uv.destination
      if u.distance + uv.weight < v.distance:
        v.distance := u.distance + uv.weight
```

[^1]: Bellman–Ford algorithm computes single-source shortest paths in a weighted digraph.\[^2\]: Negative edge weights are found in various applications of graphs, hence the usefulness of this algorithm.\[^3]\: However, if a graph contains a "negative cycle", i.e., a cycle whose edges sum to a negative value, then walks of arbitrarily low weight can be constructed by repeatedly following the cycle, so there may not be a shortest path. In such a case, the Bellman-Ford algorithm can detect negative cycles and report their existence, but it cannot produce a correct "shortest path" answer if a negative cycle is reachable from the source.
v.predecessor := u

// Step 3: check for negative-weight cycles
for each edge uv in edges:
    u := uv.source
    v := uv.destination
    if u.distance + uv.weight < v.distance:
        error "Graph contains a negative-weight cycle"

Proof of correctness

The correctness of the algorithm can be shown by induction. The precise statement shown by induction is:

Lemma. After i repetitions of for cycle:

• If Distance(u) is not infinity, it is equal to the length of some path from s to u;
• If there is a path from s to u with at most i edges, then Distance(u) is at most the length of the shortest path from s to u with at most i edges.

Proof. For the base case of induction, consider i=0 and the moment before for cycle is executed for the first time. Then, for the source vertex, source.distance = 0, which is correct. For other vertices u, u.distance = infinity, which is also correct because there is no path from source to u with 0 edges.

For the inductive case, we first prove the first part. Consider a moment when a vertex's distance is updated by v.distance := u.distance + uv.weight. By inductive assumption, u.distance is the length of some path from source to u. Then u.distance + uv.weight is the length of the path from source to v that follows the path from source to u and then goes to v.

For the second part, consider the shortest path from source to u with at most i edges. Let v be the last vertex before u on this path. Then, the part of the path from source to v is the shortest path from source to v with at most i-1 edges. By inductive assumption, v.distance after i-1 cycles is at most the length of this path. Therefore, uv.weight + v.distance is at most the length of the path from s to u. In the ith cycle, u.distance gets compared with uv.weight + v.distance, and is set equal to it if uv.weight + v.distance was smaller. Therefore, after i cycles, u.distance is at most the length of the shortest path from source to u that uses at most i edges.

If there are no negative-weight cycles, then every shortest path visits each vertex at most once, so at step 3 no further improvements can be made. Conversely, suppose no improvement can be made. Then for any cycle with vertices v[0], ..., v[k-1],

v[i].distance <= v[(i-1) mod k].distance + v[(i-1) mod k]v[i].weight

Summing around the cycle, the v[i].distance terms and the v[i-1 (mod k)] distance terms cancel, leaving

0 <= sum from 1 to k of v[i-1 (mod k)]v[i].weight

I.e., every cycle has nonnegative weight.
Finding negative cycles

When the algorithm is used to find shortest paths, the existence of negative cycles is a problem, preventing the algorithm from finding a correct answer. However, since it terminates upon finding a negative cycle, the Bellman-Ford algorithm can be used for applications in which this is the target to be sought - for example in cycle-cancelling techniques in network flow analysis.[1]

Applications in routing

A distributed variant of the Bellman–Ford algorithm is used in distance-vector routing protocols, for example the Routing Information Protocol (RIP). The algorithm is distributed because it involves a number of nodes (routers) within an Autonomous system, a collection of IP networks typically owned by an ISP. It consists of the following steps:

1. Each node calculates the distances between itself and all other nodes within the AS and stores this information as a table.
2. Each node sends its table to all neighboring nodes.
3. When a node receives distance tables from its neighbors, it calculates the shortest routes to all other nodes and updates its own table to reflect any changes.

The main disadvantages of the Bellman–Ford algorithm in this setting are as follows:

• It does not scale well.
• Changes in network topology are not reflected quickly since updates are spread node-by-node.
• Count to infinity (if link or node failures render a node unreachable from some set of other nodes, those nodes may spend forever gradually increasing their estimates of the distance to it, and in the meantime there may be routing loops).

Yen's improvement

Yen (1970) described an improvement to the Bellman–Ford algorithm for a graph without negative-weight cycles. Yen's improvement first assigns some arbitrary linear order on all vertices and then partitions the set of all edges into one of two subsets. The first subset, $E_f$, contains all edges $(v_i, v_j)$ such that $i < j$; the second, $E_b$, contains edges $(v_i, v_j)$ such that $i > j$. Each vertex is visited in the order $v_1, v_2, \ldots, v_{|V|}$, relaxing each outgoing edge from that vertex in $E_f$. Each vertex is then visited in the order $v_{|V|}, v_{|V|-1}, \ldots, v_1$, relaxing each outgoing edge from that vertex in $E_b$. Yen's improvement effectively halves the number of "passes" required for the single-source-shortest-path solution.

Notes


References

BellmanFord algorithm


**External links**

- C code example (http://snippets.dzone.com/posts/show/4828)
- Open Source Java Graph package with Bellman-Ford Algorithms (http://code.google.com/p/annas/)
Depth-first search (DFS) is an algorithm for traversing or searching a tree, tree structure, or graph. One starts at the root (selecting some node as the root in the graph case) and explores as far as possible along each branch before backtracking.

A version of depth-first search was investigated in the 19th century by French mathematician Charles Pierre Trémaux[1] as a strategy for solving mazes.[2][3]

**Formal definition**

Formally, DFS is an uninformed search that progresses by expanding the first child node of the search tree that appears and thus going deeper and deeper until a goal node is found, or until it hits a node that has no children. Then the search backtracks, returning to the most recent node it hasn't finished exploring. In a non-recursive implementation, all freshly expanded nodes are added to a stack for exploration.

**Properties**

The time and space analysis of DFS differs according to its application area. In theoretical computer science, DFS is typically used to traverse an entire graph, and takes time $O(|E|)$, linear in the size of the graph. In these applications it also uses space $O(|V|)$ in the worst case to store the stack of vertices on the current search path as well as the set of already-visited vertices. Thus, in this setting, the time and space bounds are the same as for breadth-first search and the choice of which of these two algorithms to use depends less on their complexity and more on the different properties of the vertex orderings the two algorithms produce.
For applications of DFS to search problems in artificial intelligence, however, the graph to be searched is often either too large to visit in its entirety or even infinite, and DFS may suffer from non-termination when the length of a path in the search tree is infinite. Therefore, the search is only performed to a limited depth, and due to limited memory availability one typically does not use data structures that keep track of the set of all previously visited vertices. In this case, the time is still linear in the number of expanded vertices and edges (although this number is not the same as the size of the entire graph because some vertices may be searched more than once and others not at all) but the space complexity of this variant of DFS is only proportional to the depth limit, much smaller than the space needed for searching to the same depth using breadth-first search. For such applications, DFS also lends itself much better to heuristic methods of choosing a likely-looking branch. When an appropriate depth limit is not known a priori, iterative deepening depth-first search applies DFS repeatedly with a sequence of increasing limits; in the artificial intelligence mode of analysis, with a branching factor greater than one, iterative deepening increases the running time by only a constant factor over the case in which the correct depth limit is known due to the geometric growth of the number of nodes per level.

DFS may be also used to collect a sample of graph nodes. However, incomplete DFS, similarly to incomplete BFS, is biased towards nodes of high degree.

**Example**

For the following graph:

![Graph Diagram]

A depth-first search starting at A, assuming that the left edges in the shown graph are chosen before right edges, and assuming the search remembers previously visited nodes and will not repeat them (since this is a small graph), will visit the nodes in the following order: A, B, D, F, E, C, G. The edges traversed in this search form a Trémaux tree, a structure with important applications in graph theory.

Performing the same search without remembering previously visited nodes results in visiting nodes in the order A, B, D, F, E, A, B, D, F, E, etc. forever, caught in the A, B, D, F, E cycle and never reaching C or G.

Iterative deepening is one technique to avoid this infinite loop and would reach all nodes.
Output of a depth-first search

A convenient description of a depth-first search of a graph is in terms of a spanning tree of the vertices reached during the search. Based on this spanning tree, the edges of the original graph can be divided into three classes: forward edges, which point from a node of the tree to one of its descendants, back edges, which point from a node to one of its ancestors, and cross edges, which do neither. Sometimes tree edges, edges which belong to the spanning tree itself, are classified separately from forward edges. If the original graph is undirected then all of its edges are tree edges or back edges.

Vertex orderings

It is also possible to use the depth-first search to linearly order the vertices of the original graph (or tree). There are three common ways of doing this:

- A **preordering** is a list of the vertices in the order that they were first visited by the depth-first search algorithm. This is a compact and natural way of describing the progress of the search, as was done earlier in this article. A preordering of an expression tree is the expression in Polish notation.

- A **postordering** is a list of the vertices in the order that they were last visited by the algorithm. A postordering of an expression tree is the expression in reverse Polish notation.

- A **reverse postordering** is the reverse of a postordering, i.e. a list of the vertices in the opposite order of their last visit. Reverse postordering is not the same as preordering. For example, when searching the directed graph beginning at node A, one visits the nodes in sequence, to produce lists either A B D B A C A, or A C D C A B A (depending upon whether the algorithm chooses to visit B or C first). Note that repeat visits in the form of backtracking to a node, to check if it has still unvisited neighbours, are included here (even if it is found to have none). Thus the possible preorderings are A B D C and A C D B (order by node's leftmost occurrence in above list), while the possible reverse postorderings are A C B D and A B C D (order by node's rightmost occurrence in above list). Reverse postordering produces a topological sorting of any directed acyclic graph. This ordering is also useful in control flow analysis as it often represents a natural linearization of the control flow. The graph above might represent the flow of control in a code fragment like
and it is natural to consider this code in the order A B C D or A C B D, but not natural to use the order A B D C or A C D B.

**Pseudocode**

**Input**: A graph $G$ and a vertex $v$ of $G$

**Output**: A labeling of the edges in the connected component of $v$ as discovery edges and back edges

```
procedure DFS(G, v):
    label v as explored
    for all edges e in G.adjacentEdges(v) do
        if edge e is unexplored then
            w ← G.adjacentVertex(v, e)
            if vertex w is unexplored then
                label e as a discovery edge
                recursively call DFS(G, w)
            else
                label e as a back edge
```

**Applications**

Algorithms that use depth-first search as a building block include:

- Finding connected components.
- Topological sorting.
- Finding 2-(edge or vertex)-connected components.
- Finding 3-(edge or vertex)-connected components.
- Finding the bridges of a graph.
- Finding strongly connected components.
- Planarity testing[4][5]
- Solving puzzles with only one solution, such as mazes. (DFS can be adapted to find all solutions to a maze by only including nodes on the current path in the visited set.)
- Maze generation may use a randomized depth-first search.
- Finding biconnectivity in graphs.
Notes


References


External links

- Depth-First Explanation and Example (http://www.cse.ohio-state.edu/~gurari/course/cis680/cis680Ch14.html)
- C++ Boost Graph Library: Depth-First Search (http://www.boost.org/libs/graph/doc/depth_first_search.html)
- Depth-First Search Animation (for a directed graph) (http://www.cs.duke.edu/csed/jawaa/DFSanim.html)
- Depth First and Breadth First Search: Explanation and Code (http://www.kirupa.com/developer/ActionScript/depth_breadth_search.htm)
- QuickGraph (http://quickgraph.codeplex.com/Wiki/View.aspx?title=Depth%20First%20Search%20Example), depth first search example for .Net
- Depth-first search algorithm illustrated explanation (Java and C++ implementations) (http://www.algolist.net/Algorithms/Graph_algorithms/Undirected/Depth-first_search)
- YAGSBPL – A template-based C++ library for graph search and planning (http://code.google.com/p/yagsbpl/ )
Biconnected graph

In graph theory, a **biconnected graph** is a connected and “nonseparable” graph, meaning that if any vertex were to be removed, the graph will remain connected. Therefore a biconnected graph has no articulation vertices.

The property of being 2-connected is equivalent to biconnectivity, with the caveat that the complete graph of two vertices is sometimes regarded as biconnected but not 2-connected.

This property is especially useful in maintaining a graph with a two-fold redundancy, to prevent disconnection upon the removal of a single edge (or connection).

The use of **biconnected** graphs is very important in the field of networking (see Network flow), because of this property of redundancy.

**Definition**

A **biconnected** undirected graph is a connected graph that is not broken into disconnected pieces by deleting any single vertex (and its incident edges).

A **biconnected** directed graph is one such that for any two vertices \( v \) and \( w \) there are two directed paths from \( v \) to \( w \) which have no vertices in common other than \( v \) and \( w \).

**Nonseparable (or 2-connected) graphs (or blocks) with \( n \) nodes (sequence A002218 in OEIS)**

<table>
<thead>
<tr>
<th>Vertices</th>
<th>Number of Possibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>56</td>
</tr>
<tr>
<td>7</td>
<td>468</td>
</tr>
<tr>
<td>8</td>
<td>7123</td>
</tr>
<tr>
<td>9</td>
<td>194066</td>
</tr>
<tr>
<td>10</td>
<td>9743542</td>
</tr>
<tr>
<td>11</td>
<td>900969091</td>
</tr>
<tr>
<td>12</td>
<td>153620333545</td>
</tr>
<tr>
<td>13</td>
<td>48432939150704</td>
</tr>
<tr>
<td>14</td>
<td>28361824488394169</td>
</tr>
<tr>
<td>15</td>
<td>30995890806033380784</td>
</tr>
<tr>
<td>16</td>
<td>63501635429109597504951</td>
</tr>
<tr>
<td>17</td>
<td>244852079292073376010411280</td>
</tr>
<tr>
<td>18</td>
<td>1783160594069429925952824734641</td>
</tr>
<tr>
<td>19</td>
<td>2460388705135094867492816663958981</td>
</tr>
</tbody>
</table>
References


External links

- The tree of the biconnected components Java implementation [1] in the jBPT library (see BCTree class).
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Huffman coding

Huffman tree generated from the exact frequencies of the text "this is an example of a huffman tree". The frequencies and codes of each character are below. Encoding the sentence with this code requires 135 bits, as opposed to 288 bits if 36 characters of 8 bits were used. (This assumes that the code tree structure is known to the decoder and thus does not need to be counted as part of the transmitted information.)

<table>
<thead>
<tr>
<th>Char</th>
<th>Freq</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>space</td>
<td>7</td>
<td>111</td>
</tr>
<tr>
<td>a</td>
<td>4</td>
<td>010</td>
</tr>
<tr>
<td>e</td>
<td>4</td>
<td>000</td>
</tr>
<tr>
<td>f</td>
<td>3</td>
<td>1101</td>
</tr>
<tr>
<td>h</td>
<td>2</td>
<td>1010</td>
</tr>
<tr>
<td>i</td>
<td>2</td>
<td>1000</td>
</tr>
<tr>
<td>m</td>
<td>2</td>
<td>0111</td>
</tr>
<tr>
<td>n</td>
<td>2</td>
<td>0010</td>
</tr>
<tr>
<td>s</td>
<td>2</td>
<td>1011</td>
</tr>
<tr>
<td>t</td>
<td>2</td>
<td>0110</td>
</tr>
</tbody>
</table>
In computer science and information theory, **Huffman coding** is an entropy encoding algorithm used for lossless data compression. The term refers to the use of a variable-length code table for encoding a source symbol (such as a character in a file) where the variable-length code table has been derived in a particular way based on the estimated probability of occurrence for each possible value of the source symbol. It was developed by David A. Huffman while he was a Ph.D. student at MIT, and published in the 1952 paper "A Method for the Construction of Minimum-Redundancy Codes".

Huffman coding uses a specific method for choosing the representation for each symbol, resulting in a prefix code (sometimes called "prefix-free codes", that is, the bit string representing some particular symbol is never a prefix of the bit string representing any other symbol) that expresses the most common source symbols using shorter strings of bits than are used for less common source symbols. Huffman was able to design the most efficient compression method of this type: no other mapping of individual source symbols to unique strings of bits will produce a smaller average output size when the actual symbol frequencies agree with those used to create the code. The running time of Huffman's method is fairly efficient, it takes $O(n \log n)$ operations to construct it. A method was later found to design a Huffman code in linear time if input probabilities (also known as weights) are sorted. [1].

For a set of symbols with a uniform probability distribution and a number of members which is a power of two, Huffman coding is equivalent to simple binary block encoding, e.g., ASCII coding. Huffman coding is such a widespread method for creating prefix codes that the term "Huffman code" is widely used as a synonym for "prefix code" even when such a code is not produced by Huffman's algorithm.

Although Huffman's original algorithm is optimal for a symbol-by-symbol coding (i.e. a stream of unrelated symbols) with a known input probability distribution, it is not optimal when the symbol-by-symbol restriction is dropped, or when the probability mass functions are unknown, not identically distributed, or not independent (e.g., "cat" is more common than "cta"). Other methods such as arithmetic coding and LZW coding often have better compression capability: both of these methods can combine an arbitrary number of symbols for more efficient coding, and generally adapt to the actual input statistics, the latter of which is useful when input probabilities are not precisely known or vary significantly within the stream. However, the limitations of Huffman coding should not be overstated; it can be used adaptively, accommodating unknown, changing, or context-dependent probabilities. In the case of known independent and identically distributed random variables, combining symbols reduces inefficiency in a way that approaches optimality as the number of symbols combined increases.
Huffman coding

History
In 1951, David A. Huffman and his MIT information theory classmates were given the choice of a term paper or a final exam. The professor, Robert M. Fano, assigned a term paper on the problem of finding the most efficient binary code. Huffman, unable to prove any codes were the most efficient, was about to give up and start studying for the final when he hit upon the idea of using a frequency-sorted binary tree and quickly proved this method the most efficient.[2]

In doing so, the student outdid his professor, who had worked with information theory inventor Claude Shannon to develop a similar code. Huffman avoided the major flaw of the suboptimal Shannon-Fano coding by building the tree from the bottom up instead of from the top down.

Problem definition

Informal description
Given
A set of symbols and their weights (usually proportional to probabilities).

Find
A prefix-free binary code (a set of codewords) with minimum expected codeword length (equivalently, a tree with minimum weighted path length from the root).

Formalized description

Input.
Alphabet \( A = \{a_1, a_2, \ldots, a_n\} \), which is the symbol alphabet of size \( n \).
Set \( W = \{w_1, w_2, \ldots, w_n\} \), which is the set of the (positive) symbol weights (usually proportional to probabilities), i.e. \( w_i = \text{weight} (a_i), 1 \leq i \leq n \).

Output.
Code \( C(A, W) = \{c_1, c_2, \ldots, c_n\} \), which is the set of (binary) codewords, where \( c_i \) is the codeword for \( a_i, 1 \leq i \leq n \).

Goal.
Let \( L(C) = \sum_{i=1}^{n} w_i \times \text{length} (c_i) \) be the weighted path length of code \( C \). Condition: \( L(C) \leq L(T) \) for any code \( T(A, W) \).

Samples

<table>
<thead>
<tr>
<th>Input ((A, W))</th>
<th>Symbol (a_i)</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weights (w_i)</td>
<td></td>
<td>0.10</td>
<td>0.15</td>
<td>0.30</td>
<td>0.16</td>
<td>0.29</td>
<td>= 1</td>
</tr>
<tr>
<td>Output (C)</td>
<td>Codewords (c_i)</td>
<td>010</td>
<td>011</td>
<td>11</td>
<td>00</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Codeword length (in bits) (l_i)</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighted path length ((l_i w_i))</td>
<td>0.30</td>
<td>0.45</td>
<td>0.60</td>
<td>0.32</td>
<td>0.58</td>
<td>(L(C) = 2.25)</td>
<td></td>
</tr>
</tbody>
</table>
Huffman coding

<table>
<thead>
<tr>
<th>Optimality</th>
<th>Probability budget</th>
<th>1/8</th>
<th>1/8</th>
<th>1/4</th>
<th>1/4</th>
<th>1/4</th>
<th>= 1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information content (in bits)</td>
<td>((-\log_2 w_i))</td>
<td>3.32</td>
<td>2.74</td>
<td>1.74</td>
<td>2.64</td>
<td>1.79</td>
<td></td>
</tr>
<tr>
<td>Entropy</td>
<td>((-w_i \log_2 w_i))</td>
<td>0.332</td>
<td>0.411</td>
<td>0.521</td>
<td>0.423</td>
<td>0.518</td>
<td>(H(A) = 2.205)</td>
</tr>
</tbody>
</table>

For any code that is biunique, meaning that the code is uniquely decodeable, the sum of the probability budgets across all symbols is always less than or equal to one. In this example, the sum is strictly equal to one; as a result, the code is termed a complete code. If this is not the case, you can always derive an equivalent code by adding extra symbols (with associated null probabilities), to make the code complete while keeping it biunique.

As defined by Shannon (1948), the information content \(h\) (in bits) of each symbol \(a_i\) with non-null probability is

\[
h(a_i) = \log_2 \frac{1}{w_i}.
\]

The entropy \(H\) (in bits) is the weighted sum, across all symbols \(a_i\) with non-zero probability \(w_i\), of the information content of each symbol:

\[
H(A) = \sum_{w_i > 0} w_i h(a_i) = \sum_{w_i > 0} w_i \log_2 \frac{1}{w_i} = - \sum_{w_i > 0} w_i \log_2 w_i.
\]

(Note: A symbol with zero probability has zero contribution to the entropy, since \(\lim_{w \to 0^+} w \log_2 w = 0\). So for simplicity, symbols with zero probability can be left out of the formula above.)

As a consequence of Shannon's source coding theorem, the entropy is a measure of the smallest codeword length that is theoretically possible for the given alphabet with associated weights. In this example, the weighted average codeword length is 2.25 bits per symbol, only slightly larger than the calculated entropy of 2.205 bits per symbol. So not only is this code optimal in the sense that no other feasible code performs better, but it is very close to the theoretical limit established by Shannon.

Note that, in general, a Huffman code need not be unique, but it is always one of the codes minimizing \(L(C)\).
**Basic technique**

**Compression**

The technique works by creating a binary tree of nodes. These can be stored in a regular array, the size of which depends on the number of symbols, $n$. A node can be either a leaf node or an internal node. Initially, all nodes are leaf nodes, which contain the symbol itself, the weight (frequency of appearance) of the symbol and optionally, a link to a parent node which makes it easy to read the code (in reverse) starting from a leaf node. Internal nodes contain symbol weight, links to two child nodes and the optional link to a parent node. As a common convention, bit '0' represents following the left child and bit '1' represents following the right child. A finished tree has up to $n$ leaf nodes and $n-1$ internal nodes. A Huffman tree that omits unused symbols produces the most optimal code lengths.

The process essentially begins with the leaf nodes containing the probabilities of the symbol they represent, then a new node whose children are the 2 nodes with smallest probability is created, such that the new node's probability is equal to the sum of the children's probability. With the previous 2 nodes merged into one node (thus not considering them anymore), and with the new node being now considered, the procedure is repeated until only one node remains, the Huffman tree.

The simplest construction algorithm uses a priority queue where the node with lowest probability is given highest priority:

1. Create a leaf node for each symbol and add it to the priority queue.
2. While there is more than one node in the queue:
   1. Remove the two nodes of highest priority (lowest probability) from the queue
   2. Create a new internal node with these two nodes as children and with probability equal to the sum of the two nodes' probabilities.
   3. Add the new node to the queue.
3. The remaining node is the root node and the tree is complete.

Since efficient priority queue data structures require $O(\log n)$ time per insertion, and a tree with $n$ leaves has $2n-1$ nodes, this algorithm operates in $O(n \log n)$ time, where $n$ is the number of symbols.

If the symbols are sorted by probability, there is a linear-time ($O(n)$) method to create a Huffman tree using two queues, the first one containing the initial weights (along with pointers to the associated leaves), and combined weights (along with pointers to the trees) being put in the back of the second queue. This assures that the lowest weight is always kept at the front of one of the two queues:

1. Start with as many leaves as there are symbols.
2. Enqueue all leaf nodes into the first queue (by probability in increasing order so that the least likely item is in the head of the queue).
3. While there is more than one node in the queues:
   1. Dequeue the two nodes with the lowest weight by examining the fronts of both queues.
   2. Create a new internal node, with the two just-removed nodes as children (either node can be either child) and the sum of their weights as the new weight.
3. Enqueue the new node into the rear of the second queue.
4. The remaining node is the root node; the tree has now been generated.

Although this algorithm may appear "faster" complexity-wise than the previous algorithm using a priority queue, this
is not actually the case because the symbols need to be sorted by probability before-hand, a process that takes \( O(n \log n) \) time in itself.

In many cases, time complexity is not very important in the choice of algorithm here, since \( n \) here is the number of
symbols in the alphabet, which is typically a very small number (compared to the length of the message to be
encoded); whereas complexity analysis concerns the behavior when \( n \) grows to be very large.

It is generally beneficial to minimize the variance of codeword length. For example, a communication buffer
receiving Huffman-encoded data may need to be larger to deal with especially long symbols if the tree is especially
unbalanced. To minimize variance, simply break ties between queues by choosing the item in the first queue. This
modification will retain the mathematical optimality of the Huffman coding while both minimizing variance and
minimizing the length of the longest character code.

Here's an example using the French subject string "j'aime aller sur le bord de l'eau les jeudis ou les jours impairs":

<table>
<thead>
<tr>
<th>File</th>
<th>b</th>
<th>p</th>
<th>m</th>
<th>j</th>
<th>o</th>
<th>d</th>
<th>a</th>
<th>i</th>
<th>r</th>
<th>u</th>
<th>l</th>
<th>s</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

**Decompression**

Generally speaking, the process of decompression is simply a matter of translating the stream of prefix codes to
individual byte values, usually by traversing the Huffman tree node by node as each bit is read from the input stream
(reaching a leaf node necessarily terminates the search for that particular byte value). Before this can take place,
however, the Huffman tree must be somehow reconstructed. In the simplest case, where character frequencies are
fairly predictable, the tree can be preconstructed (and even statistically adjusted on each compression cycle) and thus
reused every time, at the expense of at least some measure of compression efficiency. Otherwise, the information to
reconstruct the tree must be sent a priori. A naive approach might be to prepend the frequency count of each
character to the compression stream. Unfortunately, the overhead in such a case could amount to several kilobytes, so this method has little practical use. If the data is compressed using canonical encoding, the compression model can be precisely reconstructed with just $B2^B$ bits of information (where $B$ is the number of bits per symbol). Another method is to simply prepend the Huffman tree, bit by bit, to the output stream. For example, assuming that the value of 0 represents a parent node and 1 a leaf node, whenever the latter is encountered the tree building routine simply reads the next 8 bits to determine the character value of that particular leaf. The process continues recursively until the last leaf node is reached; at that point, the Huffman tree will thus be faithfully reconstructed. The overhead using such a method ranges from roughly 2 to 320 bytes (assuming an 8-bit alphabet). Many other techniques are possible as well. In any case, since the compressed data can include unused "trailing bits" the decompressor must be able to determine when to stop producing output. This can be accomplished by either transmitting the length of the decompressed data along with the compression model or by defining a special code symbol to signify the end of input (the latter method can adversely affect code length optimality, however).

**Main properties**

The probabilities used can be generic ones for the application domain that are based on average experience, or they can be the actual frequencies found in the text being compressed. (This variation requires that a frequency table or other hint as to the encoding must be stored with the compressed text; implementations employ various tricks to store tables efficiently.)

Huffman coding is optimal when the probability of each input symbol is a negative power of two. Prefix codes tend to have inefficiency on small alphabets, where probabilities often fall between these optimal points. "Blocking", or expanding the alphabet size by grouping multiple symbols into "words" of fixed or variable-length before Huffman coding helps both to reduce that inefficiency and to take advantage of statistical dependencies between input symbols within the group (as in the case of natural language text). The worst case for Huffman coding can happen when the probability of a symbol exceeds $2^{-1} = 0.5$, making the upper limit of inefficiency unbounded. These situations often respond well to a form of blocking called run-length encoding; for the simple case of Bernoulli processes, Golomb coding is a provably optimal run-length code.

Arithmetic coding produces some gains over Huffman coding, although arithmetic coding has higher computational complexity. Also, arithmetic coding was historically a subject of some concern over patent issues. However, as of mid-2010, various well-known effective techniques for arithmetic coding have passed into the public domain as the early patents have expired.

**Variations**

Many variations of Huffman coding exist, some of which use a Huffman-like algorithm, and others of which find optimal prefix codes (while, for example, putting different restrictions on the output). Note that, in the latter case, the method need not be Huffman-like, and, indeed, need not even be polynomial time. An exhaustive list of papers on Huffman coding and its variations is given by "Code and Parse Trees for Lossless Source Encoding"[3].

**n-ary Huffman coding**

The *n-ary Huffman* algorithm uses the \{0, 1, ... , \(n - 1\)\} alphabet to encode message and build an *n*-ary tree. This approach was considered by Huffman in his original paper. The same algorithm applies as for binary (*n* equals 2) codes, except that the *n* least probable symbols are taken together, instead of just the 2 least probable. Note that for *n* greater than 2, not all sets of source words can properly form an *n*-ary tree for Huffman coding. In this case, additional 0-probability place holders must be added. This is because the tree must form an *n* to 1 contractor; for binary coding, this is a 2 to 1 contractor, and any sized set can form such a contractor. If the number of source words is congruent to 1 modulo *n*-1, then the set of source words will form a proper Huffman tree.
Adaptive Huffman coding

A variation called adaptive Huffman coding involves calculating the probabilities dynamically based on recent actual frequencies in the sequence of source symbols, and changing the coding tree structure to match the updated probability estimates. It is very rare in practice, because the cost of updating the tree makes it slower than optimized adaptive arithmetic coding, that is more flexible and has a better compression.

Huffman template algorithm

Most often, the weights used in implementations of Huffman coding represent numeric probabilities, but the algorithm given above does not require this; it requires only that the weights form a totally ordered commutative monoid, meaning a way to order weights and to add them. The Huffman template algorithm enables one to use any kind of weights (costs, frequencies, pairs of weights, non-numerical weights) and one of many combining methods (not just addition). Such algorithms can solve other minimization problems, such as minimizing $\max_i [w_i + \text{length}(c_i)]$, a problem first applied to circuit design [4].

Length-limited Huffman coding/minimum variance Huffman coding

Length-limited Huffman coding is a variant where the goal is still to achieve a minimum weighted path length, but there is an additional restriction that the length of each codeword must be less than a given constant. The package-merge algorithm solves this problem with a simple greedy approach very similar to that used by Huffman's algorithm. Its time complexity is $O(nL)$, where $L$ is the maximum length of a codeword. No algorithm is known to solve this problem in linear or linearithmic time, unlike the presorted and unsorted conventional Huffman problems, respectively.

Huffman coding with unequal letter costs

In the standard Huffman coding problem, it is assumed that each symbol in the set that the code words are constructed from has an equal cost to transmit: a code word whose length is $N$ digits will always have a cost of $N$, no matter how many of those digits are 0s, how many are 1s, etc. When working under this assumption, minimizing the total cost of the message and minimizing the total number of digits are the same thing.

Huffman coding with unequal letter costs is the generalization in which this assumption is no longer assumed true: the letters of the encoding alphabet may have non-uniform lengths, due to characteristics of the transmission medium. An example is the encoding alphabet of Morse code, where a 'dash' takes longer to send than a 'dot', and therefore the cost of a dash in transmission time is higher. The goal is still to minimize the weighted average codeword length, but it is no longer sufficient just to minimize the number of symbols used by the message. No algorithm is known to solve this in the same manner or with the same efficiency as conventional Huffman coding.

Optimal alphabetic binary trees (Hu-Tucker coding)

In the standard Huffman coding problem, it is assumed that any codeword can correspond to any input symbol. In the alphabetic version, the alphabetic order of inputs and outputs must be identical. Thus, for example, $A = \{a, b, c\}$ could not be assigned code $H(A, C) = \{00, 1, 01\}$, but instead should be assigned either $H(A, C) = \{00, 01, 1\}$ or $H(A, C) = \{0, 10, 11\}$. This is also known as the Hu-Tucker problem, after the authors of the paper presenting the first linearithmic solution to this optimal binary alphabetic problem [5], which has some similarities to Huffman algorithm, but is not a variation of this algorithm. These optimal alphabetic binary trees are often used as binary search trees.
The canonical Huffman code

If weights corresponding to the alphabetically ordered inputs are in numerical order, the Huffman code has the same lengths as the optimal alphabetic code, which can be found from calculating these lengths, rendering Hu-Tucker coding unnecessary. The code resulting from numerically (re-)ordered input is sometimes called the canonical Huffman code and is often the code used in practice, due to ease of encoding/decoding. The technique for finding this code is sometimes called Huffman-Shannon-Fano coding, since it is optimal like Huffman coding, but alphabetic in weight probability, like Shannon-Fano coding. The Huffman-Shannon-Fano code corresponding to the example is \{000, 001, 01, 10, 11\}, which, having the same codeword lengths as the original solution, is also optimal.

Applications

Arithmetic coding can be viewed as a generalization of Huffman coding, in the sense that they produce the same output when every symbol has a probability of the form \(1/2^k\); in particular it tends to offer significantly better compression for small alphabet sizes. Huffman coding nevertheless remains in wide use because of its simplicity and high speed. Intuitively, arithmetic coding can offer better compression than Huffman coding because its "code words" can have effectively non-integer bit lengths, whereas code words in Huffman coding can only have an integer number of bits. Therefore, there is an inefficiency in Huffman coding where a code word of length \(k\) only optimally matches a symbol of probability \(1/2^k\) and other probabilities are not represented as optimally; whereas the code word length in arithmetic coding can be made to exactly match the true probability of the symbol.

Huffman coding today is often used as a "back-end" to some other compression methods. DEFLATE (PKZIP's algorithm) and multimedia codecs such as JPEG and MP3 have a front-end model and quantization followed by Huffman coding (or variable-length prefix-free codes with a similar structure, although perhaps not necessarily designed by using Huffman's algorithm).

Notes


References

• For Java Implementation see: GitHub:Glank (https://github.com/Glank/Huffman-Compression)
External links

- Huffman Encoding process animation (http://demo.tinyray.com/huffman)
- Huffman Encoding & Decoding Animation (http://www.cs.pitt.edu/~kirk/cs1501/animations/Huffman.html)
- n-ary Huffman Template Algorithm (http://alexvn.freeservers.com/s1/huffman_template_algorithm.html)
- Huffman Tree visual graph generator (http://huffman.ooz.ie/)
- Huffman Coding: A CS2 Assignment (http://www.cs.duke.edu/csed/poop/huff/info/) a good introduction to Huffman coding
- A quick tutorial on generating a Huffman tree (http://www.siggraph.org/education/materials/HyperGraph/video/mpeg/mpegfaq/huffman_tutorial.html)
- Pointers to Huffman coding visualizations (http://web-cat.cs.vt.edu/AlgovizWiki/HuffmanCodingTrees)
- Huffman in C (http://huffman.sourceforge.net)
- Description of an implementation in Python (http://en.literateprograms.org/Huffman_coding_(Python))
- Explanation of Huffman coding with examples in several languages (http://rosettacode.org/wiki/Huffman_codes)
- Interactive Huffman Tree Construction (http://www.hightechdreams.com/weaver.php?topic=huffmancoding)
- A C program doing basic Huffman coding on binary and text files (http://github.com/elijabhal/huffman-coding/)
- Efficient implementation of Huffman codes for blocks of binary sequences (http://www.reznik.org/software.html#ABC)
- Introductory description to text compression using Huffman Coding (http://jaran.de/goodbits/2011/08/14/introduction-to-data-compression-huffman-coding/)
Floyd–Warshall algorithm

Floyd–Warshall algorithm

<table>
<thead>
<tr>
<th>Class</th>
<th>All-pairs shortest path problem (for weighted graphs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data structure</td>
<td>Graph</td>
</tr>
<tr>
<td>Worst case performance</td>
<td>O(</td>
</tr>
<tr>
<td>Best case performance</td>
<td>Ω(</td>
</tr>
<tr>
<td>Worst case space complexity</td>
<td>Θ(</td>
</tr>
</tbody>
</table>

In computer science, the Floyd–Warshall algorithm (also known as Floyd's algorithm, Roy–Warshall algorithm, Roy–Floyd algorithm, or the WFI algorithm) is a graph analysis algorithm for finding shortest paths in a weighted graph (with positive or negative edge weights) and also for finding transitive closure of a relation R. A single execution of the algorithm will find the lengths (summed weights) of the shortest paths between all pairs of vertices, though it does not return details of the paths themselves. The algorithm is an example of dynamic programming. It was published in its currently recognized form by Robert Floyd in 1962. However, it is essentially the same as algorithms previously published by Bernard Roy in 1959 and also by Stephen Warshall in 1962 for finding the transitive closure of a graph.\(^1\) The modern formulation of Warshall's algorithm as three nested for-loops was first described by Peter Ingerman, also in 1962.

Algorithm

The Floyd–Warshall algorithm compares all possible paths through the graph between each pair of vertices. It is able to do this with only \(\Theta(|V|^3)\) comparisons in a graph. This is remarkable considering that there may be up to \(\Omega(|V|^2)\) edges in the graph, and every combination of edges is tested. It does so by incrementally improving an estimate on the shortest path between two vertices, until the estimate is optimal.

Consider a graph \(G\) with vertices \(V\), each numbered 1 through \(N\). Further consider a function shortestPath\((i,j,k)\) that returns the shortest possible path from \(i\) to \(j\) using vertices only from the set \([1,2,...,k]\) as intermediate points along the way. Now, given this function, our goal is to find the shortest path from each \(i\) to each \(j\) using only vertices 1 to \(k + 1\).

For each of these pairs of vertices, the true shortest path could be either (1) a path that only uses vertices in the set \([1, ..., k]\) or (2) a path that goes from \(i\) to \(k + 1\) and then from \(k + 1\) to \(j\). We know that the best path from \(i\) to \(j\) that only uses vertices 1 through \(k\) is defined by shortestPath\((i,j,k)\), and it is clear that if there were a better path from \(i\) to \(k + 1\) to \(j\), then the length of this path would be the concatenation of the shortest path from \(i\) to \(k + 1\) (using vertices in \([1, ..., k]\)) and the shortest path from \(k + 1\) to \(j\) (also using vertices in \([1, ..., k]\)).

If \(w(i,j)\) is the weight of the edge between vertices \(i\) and \(j\), we can define shortestPath\((i,j,k)\) in terms of the following recursive formula: the base case is

\[
\text{shortestPath}(i,j,0) = w(i,j)
\]

and the recursive case is

\[
\text{shortestPath}(i,j,k) = \min(\text{shortestPath}(i,j,k-1), \text{shortestPath}(i,k,k-1)+\text{shortestPath}(k,j,k-1))
\]

This formula is the heart of the Floyd–Warshall algorithm. The algorithm works by first computing shortestPath\((i,j,k)\) for all \((i,j)\) pairs for \(k = 1\), then \(k = 2\), etc. This process continues until \(k = n\), and we have found the shortest path for all \((i,j)\) pairs using any intermediate vertices.
**Behavior with negative cycles**

A negative cycle is a cycle whose edges sum to a negative value. Between any pair of vertices which form part of a negative cycle, the shortest path is not well-defined because the path can be arbitrarily negative. For numerically meaningful output, the Floyd–Warshall algorithm assumes that there are no negative cycles. Nevertheless, if there are negative cycles, the Floyd–Warshall algorithm can be used to detect them. The intuition is as follows:

- The Floyd–Warshall algorithm iteratively revises path lengths between all pairs of vertices \((i, j)\), including where \(i = j\);
- Initially, the length of the path \((i, i)\) is zero;
- A path \((i, k), (k, i)\) can only improve upon this if it has length less than zero, i.e. denotes a negative cycle;
- Thus, after the algorithm, \((i, i)\) will be negative if there exists a negative-length path from \(i\) back to \(i\).

Hence, to detect negative cycles using the Floyd–Warshall algorithm, one can inspect the diagonal of the path matrix, and the presence of a negative number indicates that the graph contains at least one negative cycle.\(^2\)

Obviously, in an undirected graph a negative edge creates a negative cycle (i.e., a closed walk) involving its incident vertices.

**Path reconstruction**

The Floyd–Warshall algorithm typically only provides the lengths of the paths between all pairs of vertices. With simple modifications, it is possible to create a method to reconstruct the actual path between any two endpoint vertices. While one may be inclined to store the actual path from each vertex to each other vertex, this is not necessary, and in fact, is very costly in terms of memory. For each vertex, one need only store the information about the highest index intermediate vertex one must pass through if one wishes to arrive at any given vertex. Therefore, information to reconstruct all paths can be stored in a single \(N \times N\) matrix \(\textit{next}\) where \(\textit{next}[i][j]\) represents the highest index vertex one must travel through if one intends to take the shortest path from \(i\) to \(j\). Implementing such a scheme is trivial; when a new shortest path is found between two vertices, the matrix containing the paths is updated. The \(\textit{next}\) matrix is updated along with the \(\textit{path}\) matrix, so at completion both tables are complete and accurate, and any entries which are infinite in the \(\textit{path}\) table will be null in the \(\textit{next}\) table. The path from \(i\) to \(j\) is the path from \(i\) to \(\textit{next}[i][j]\), followed by the path from \(\textit{next}[i][j]\) to \(j\). These two shorter paths are determined recursively. This modified algorithm runs with the same time and space complexity as the unmodified algorithm.

```
1 procedure FloydWarshallWithPathReconstruction ()
2     for k := 1 to n
3         for i := 1 to n
4             for j := 1 to n
5                 if path[i][k] + path[k][j] < path[i][j] then {
6                     path[i][j] := path[i][k]+path[k][j];
7                     next[i][j] := k; }
8
9 function Path (i,j)
10     if path[i][j] equals infinity then
11         return "no path";
12     int intermediate := next[i][j];
13     if intermediate equals 'null' then
14         return " "; /* there is an edge from i to j, with no vertices between */
15     else
16         return Path(i,intermediate) + intermediate + Path(intermediate,j);
```
Analysis

To find all \( n^2 \) of shortestPath\((i, j, k)\) (for all \( i \) and \( j \)) from those of shortestPath\((i, j, k-1)\) requires \( 2n^2 \) operations. Since we begin with shortestPath\((i,j,0) = edgeCost(i,j)\) and compute the sequence of \( n \) matrices shortestPath\((i,j,1),\) shortestPath\((i,j,2), \ldots,\) shortestPath\((i,j,n)\), the total number of operations used is \( n \cdot 2n^2 = 2n^3 \). Therefore, the complexity of the algorithm is \( \Theta(n^3) \).

Applications and generalizations

The Floyd–Warshall algorithm can be used to solve the following problems, among others:

- Shortest paths in directed graphs (Floyd's algorithm).
- Transitive closure of directed graphs (Warshall's algorithm). In Warshall's original formulation of the algorithm, the graph is unweighted and represented by a Boolean adjacency matrix. Then the addition operation is replaced by logical conjunction (AND) and the minimum operation by logical disjunction (OR).
- Finding a regular expression denoting the regular language accepted by a finite automaton (Kleene's algorithm)
- Inversion of real matrices (Gauss–Jordan algorithm) \(^3\)
- Optimal routing. In this application one is interested in finding the path with the maximum flow between two vertices. This means that, rather than taking minima as in the pseudocode above, one instead takes maxima. The edge weights represent fixed constraints on flow. Path weights represent bottlenecks; so the addition operation above is replaced by the minimum operation.
- Testing whether an undirected graph is bipartite.
- Fast computation of Pathfinder networks.
- Widest paths/Maximum bandwidth paths

Implementations

Implementations are available for many programming languages.

- For C++, in the boost::graph \(^4\) library
- For C#, at QuickGraph \(^5\)
- For Java, in the Apache commons graph \(^6\) library, or at Algowiki \(^7\)
- For MATLAB, in the Matlab_bgl \(^8\) package
- For Perl, in the Graph \(^9\) module
- For PHP, on page \(^10\) and PL/pgSQL, on page \(^11\) at Microshell
- For Python, in the NetworkX library
- For R, in package e1071 \(^12\)
- For Ruby, in script \(^13\)
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**External links**

• Interactive animation of the Floyd–Warshall algorithm (http://www.pms.informatik.uni-muenchen.de/lehre/compgeometry/Gosper/shortest_path/shortest_path.html#visualization)
• The Floyd–Warshall algorithm in C#, as part of QuickGraph (http://quickgraph.codeplex.com/)
• Visualization of Floyd's algorithm (http://students.ceid.upatras.gr/~papagel/english/java_docs/allmin.htm)
In computer science, a **sorting algorithm** is an algorithm that puts elements of a list in a certain order. The most-used orders are numerical order and lexicographical order. Efficient sorting is important for optimizing the use of other algorithms (such as search and merge algorithms) that require sorted lists to work correctly; it is also often useful for canonicalizing data and for producing human-readable output. More formally, the output must satisfy two conditions:

1. The output is in nondecreasing order (each element is no smaller than the previous element according to the desired total order);
2. The output is a permutation (reordering) of the input.

Since the dawn of computing, the sorting problem has attracted a great deal of research, perhaps due to the complexity of solving it efficiently despite its simple, familiar statement. For example, bubble sort was analyzed as early as 1956.\(^1\) Although many consider it a solved problem, useful new sorting algorithms are still being invented (for example, library sort was first published in 2006). Sorting algorithms are prevalent in introductory computer science classes, where the abundance of algorithms for the problem provides a gentle introduction to a variety of core algorithm concepts, such as big O notation, divide and conquer algorithms, data structures, randomized algorithms, best, worst and average case analysis, time-space tradeoffs, and upper and lower bounds.

### Classification

Sorting algorithms used in computer science are often classified by:

- **Computational complexity** (worst, average and best behavior) of element comparisons in terms of the size of the list \((n)\). For typical sorting algorithms good behavior is \(O(n \log n)\) and bad behavior is \(O(n^2)\). (See Big O notation.) Ideal behavior for a sort is \(O(n)\), but this is not possible in the average case. Comparison-based sorting algorithms, which evaluate the elements of the list via an abstract key comparison operation, need at least \(O(n \log n)\) comparisons for most inputs.
- **Computational complexity of swaps** (for "in place" algorithms).
- **Memory usage** (and use of other computer resources). In particular, some sorting algorithms are "in place". Strictly, an in place sort needs only \(O(1)\) memory beyond the items being sorted; sometimes \(O(\log(n))\) additional memory is considered "in place".
- **Recursion**. Some algorithms are either recursive or non-recursive, while others may be both (e.g., merge sort).
- **Stability**: stable sorting algorithms maintain the relative order of records with equal keys (i.e., values).
- **Whether or not they are a comparison sort**. A comparison sort examines the data only by comparing two elements with a comparison operator.
- **General method**: insertion, exchange, selection, merging, etc. Exchange sorts include bubble sort and quicksort. Selection sorts include shaker sort and heapsort.
- **Adaptability**: Whether or not the presortedness of the input affects the running time. Algorithms that take this into account are known to be adaptive.

### Stability

Stable sorting algorithms maintain the relative order of records with equal keys. (A key is that portion of the record which is the basis for the sort; it may or may not include all of the record.) If all keys are different then this distinction is not necessary. But if there are equal keys, then a sorting algorithm is stable if whenever there are two records (let’s say \(R\) and \(S\)) with the same key, and \(R\) appears before \(S\) in the original list, then \(R\) will always appear before \(S\) in the sorted list. When equal elements are indistinguishable, such as with integers, or more generally, any data where the entire element is the key, stability is not an issue. However, assume that the following pairs of
numbers are to be sorted by their first component:

\[
(4, 2) \quad (3, 7) \quad (3, 1) \quad (5, 6)
\]

In this case, two different results are possible, one which maintains the relative order of records with equal keys, and one which does not:

\[
(3, 7) \quad (3, 1) \quad (4, 2) \quad (5, 6) \quad \text{(order maintained)}
\]

\[
(3, 1) \quad (3, 7) \quad (4, 2) \quad (5, 6) \quad \text{(order changed)}
\]

Unstable sorting algorithms may change the relative order of records with equal keys, but stable sorting algorithms never do so. Unstable sorting algorithms can be specially implemented to be stable. One way of doing this is to artificially extend the key comparison, so that comparisons between two objects with otherwise equal keys are decided using the order of the entries in the original data order as a tie-breaker. Remembering this order, however, often involves an additional computational cost.

Sorting based on a primary, secondary, tertiary, etc. sort key can be done by any sorting method, taking all sort keys into account in comparisons (in other words, using a single composite sort key). If a sorting method is stable, it is also possible to sort multiple times, each time with one sort key. In that case the keys need to be applied in order of increasing priority.

Example: sorting pairs of numbers as above by second, then first component:

\[
(4, 2) \quad (3, 7) \quad (3, 1) \quad (5, 6) \quad \text{(original)}
\]

\[
(3, 1) \quad (4, 2) \quad (5, 6) \quad (3, 7) \quad \text{(after sorting by second component)}
\]

\[
(3, 1) \quad (3, 7) \quad (4, 2) \quad (5, 6) \quad \text{(after sorting by first component)}
\]

On the other hand:

\[
(3, 7) \quad (3, 1) \quad (4, 2) \quad (5, 6) \quad \text{(after sorting by first component)}
\]

\[
(3, 1) \quad (4, 2) \quad (5, 6) \quad (3, 7) \quad \text{(after sorting by second component, order by first component is disrupted).}
\]

**Comparison of algorithms**

In this table, \( n \) is the number of records to be sorted. The columns "Average" and "Worst" give the time complexity in each case, under the assumption that the length of each key is constant, and that therefore all comparisons, swaps, and other needed operations can proceed in constant time. "Memory" denotes the amount of auxiliary storage needed beyond that used by the list itself, under the same assumption. These are all comparison sorts. The run time and the memory of algorithms could be measured using various notations like theta, omega, Big-O, small-o, etc. The memory and the run times below are applicable for all the 5 notations.
## Comparison sorts

<table>
<thead>
<tr>
<th>Name</th>
<th>Best</th>
<th>Average</th>
<th>Worst</th>
<th>Memory</th>
<th>Stable</th>
<th>Method</th>
<th>Other notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quicksort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n^2</td>
<td>log n</td>
<td>Depends</td>
<td>Partitioning</td>
<td>Quicksort is usually done in place with O(log(n)) stack space. Most implementations are unstable, as stable in-place partitioning is more complex. Naïve variants use an O(n) space array to store the partition.</td>
</tr>
<tr>
<td>Merge sort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td></td>
<td>Merging</td>
<td>Highly parallelizable (up to O(log(n))) for processing large amounts of data.</td>
</tr>
<tr>
<td>In-place Merge sort</td>
<td>—</td>
<td>—</td>
<td>n (log n)^2</td>
<td>1</td>
<td>Yes</td>
<td>Merging</td>
<td>Implemented in Standard Template Library (STL);(^2) can be implemented as a stable sort based on stable in-place merging.(^3)</td>
</tr>
<tr>
<td>Heapsort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td></td>
<td>Selection</td>
<td></td>
</tr>
<tr>
<td>Insertion sort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td>1</td>
<td>No</td>
<td>Insertion</td>
<td>O(n + d), where d is the number of inversions</td>
</tr>
<tr>
<td>Introsort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td>log n</td>
<td>No</td>
<td>Partitioning &amp; Selection</td>
<td>Used in several STL implementations</td>
</tr>
<tr>
<td>Selection sort</td>
<td>n^2</td>
<td>n^2</td>
<td>n^2</td>
<td>1</td>
<td>No</td>
<td>Selection</td>
<td>Stable with O(n) extra space, for example using lists.(^4) Used to sort this table in Safari or other Webkit web browser.(^5)</td>
</tr>
<tr>
<td>Timsort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td>Yes</td>
<td>Insertion &amp; Merging</td>
<td>n \text{ comparisons when the data is already sorted or reverse sorted.}</td>
</tr>
<tr>
<td>Shell sort</td>
<td>n \log n</td>
<td>n (log n)^2 or n^{3/2}</td>
<td>Depends on gap sequence; best known is n(log n)^2</td>
<td>1</td>
<td>No</td>
<td>Insertion</td>
<td></td>
</tr>
<tr>
<td>Bubble sort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td>Yes</td>
<td>Exchanging</td>
<td>Tiny code size</td>
</tr>
<tr>
<td>Binary tree sort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td>Yes</td>
<td>Insertion</td>
<td>When using a self-balancing binary search tree</td>
</tr>
<tr>
<td>Cycle sort</td>
<td>—</td>
<td>n^2</td>
<td>n^2</td>
<td>1</td>
<td>No</td>
<td>Insertion</td>
<td>In-place with theoretically optimal number of writes</td>
</tr>
<tr>
<td>Library sort</td>
<td>—</td>
<td>n \log n</td>
<td>n^2</td>
<td></td>
<td>Yes</td>
<td>Insertion</td>
<td></td>
</tr>
<tr>
<td>Patience sorting</td>
<td>—</td>
<td>—</td>
<td>n \log n</td>
<td></td>
<td>No</td>
<td>Insertion &amp; Selection</td>
<td>Finds all the longest increasing subsequences within O(n \log n)</td>
</tr>
<tr>
<td>Smoothsort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td>No</td>
<td>Selection</td>
<td>An adaptive sort - n \text{ comparisons when the data is already sorted, and 0 swaps.}</td>
</tr>
<tr>
<td>Strand sort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td>Yes</td>
<td>Selection</td>
<td></td>
</tr>
<tr>
<td>Tournament sort</td>
<td>—</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td></td>
<td>Selection</td>
<td></td>
</tr>
<tr>
<td>Cocktail sort</td>
<td>n \log n</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td>Yes</td>
<td>Exchanging</td>
<td></td>
</tr>
<tr>
<td>Comb sort</td>
<td>n \log n</td>
<td>n^2</td>
<td></td>
<td></td>
<td>No</td>
<td>Exchanging</td>
<td>Small code size</td>
</tr>
<tr>
<td>Gnome sort</td>
<td>n \log n</td>
<td>n^2</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Exchanging</td>
<td>Tiny code size</td>
</tr>
<tr>
<td>Bogosort</td>
<td>n \cdot n!</td>
<td>n \cdot n! \rightarrow \infty</td>
<td></td>
<td>1</td>
<td>No</td>
<td>Luck</td>
<td>Randomly permute the array and check if sorted.</td>
</tr>
<tr>
<td>[6]</td>
<td>n \log n</td>
<td>n \log n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The following table describes integer sorting algorithms and other sorting algorithms that are not comparison sorts. As such, they are not limited by a $\Omega(n \log n)$ lower bound. Complexities below are in terms of $n$, the number of items to be sorted, $k$, the size of each key, and $d$, the digit size used by the implementation. Many of them are based on the assumption that the key size is large enough that all entries have unique key values, and hence that $n << 2^k$, where $<<$ means "much less than."

### Non-comparison sorts

<table>
<thead>
<tr>
<th>Name</th>
<th>Best</th>
<th>Average</th>
<th>Worst</th>
<th>Memory</th>
<th>Stable</th>
<th>$n &lt;&lt; 2^k$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pigeonhole sort</td>
<td>—</td>
<td>$n + 2^k$</td>
<td>$n + 2^k$</td>
<td>$2^k$</td>
<td>Yes</td>
<td>Yes</td>
<td>Assumes uniform distribution of elements from the domain in the array. [7]</td>
</tr>
<tr>
<td>Bucket sort (uniform keys)</td>
<td>—</td>
<td>$n + k$</td>
<td>$n^2 \cdot k$</td>
<td>$n \cdot k$</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Bucket sort (integer keys)</td>
<td>—</td>
<td>$n + r$</td>
<td>$n + r$</td>
<td>$n + r$</td>
<td>Yes</td>
<td>Yes</td>
<td>$r$ is the range of numbers to be sorted. If $r = \mathcal{O}(n)$ then $\text{Avg RT} = \mathcal{O}(n)$ [8]</td>
</tr>
<tr>
<td>Counting sort</td>
<td>—</td>
<td>$n + r$</td>
<td>$n + r$</td>
<td>$n + r$</td>
<td>Yes</td>
<td>Yes</td>
<td>$r$ is the range of numbers to be sorted. If $r = \mathcal{O}(n)$ then $\text{Avg RT} = \mathcal{O}(n)$ [7]</td>
</tr>
<tr>
<td>LSD Radix Sort</td>
<td>—</td>
<td>$\frac{k}{d}$</td>
<td>$\frac{n}{d}$</td>
<td>$n$</td>
<td>Yes</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>MSD Radix Sort</td>
<td>—</td>
<td>$\frac{k}{d}$</td>
<td>$\frac{n}{d}$</td>
<td>$n + \frac{k}{d} \cdot 2^d$</td>
<td>Yes</td>
<td>No</td>
<td>Stable version uses an external array of size $n$ to hold all of the bins</td>
</tr>
<tr>
<td>MSD Radix Sort</td>
<td>—</td>
<td>$\frac{k}{d}$</td>
<td>$\frac{n}{d}$</td>
<td>$\frac{k}{d} \cdot 2^d$</td>
<td>No</td>
<td>No</td>
<td>In-Place. $k / d$ recursion levels, $2^d$ for count array</td>
</tr>
<tr>
<td>Spreadsort</td>
<td>—</td>
<td>$\frac{k}{d}$</td>
<td>$n \cdot (\frac{k}{d} + d)$</td>
<td>$\frac{k}{d} \cdot 2^d$</td>
<td>No</td>
<td>No</td>
<td>Asymptotics are based on the assumption that $n &lt;&lt; 2^k$, but the algorithm does not require this.</td>
</tr>
</tbody>
</table>

The following table describes some sorting algorithms that are impractical for real-life use due to extremely poor performance or a requirement for specialized hardware.

<table>
<thead>
<tr>
<th>Name</th>
<th>Best</th>
<th>Average</th>
<th>Worst</th>
<th>Memory</th>
<th>Stable</th>
<th>Comparison</th>
<th>Other notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bead sort</td>
<td>—</td>
<td>N/A</td>
<td>N/A</td>
<td>—</td>
<td>N/A</td>
<td>No</td>
<td>Requires specialized hardware</td>
</tr>
<tr>
<td>Simple pancake sort</td>
<td>—</td>
<td>$n$</td>
<td>$\log n$</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td>Count is number of flips.</td>
</tr>
<tr>
<td>Spaghetti (Poll) sort</td>
<td>$n$</td>
<td>$n$</td>
<td>$n^2$</td>
<td>Yes</td>
<td>Polling</td>
<td></td>
<td>This A linear-time, analog algorithm for sorting a sequence of items, requiring $O(n)$ stack space, and the sort is stable. This requires $n$ parallel processors. Spaghetti sort#Analysis</td>
</tr>
<tr>
<td>Sorting networks</td>
<td>—</td>
<td>$\log n$</td>
<td>$n \cdot \log(n)$</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td>Requires a custom circuit of size $\mathcal{O}(n \cdot \log(n))$</td>
</tr>
</tbody>
</table>

Additionally, theoretical computer scientists have detailed other sorting algorithms that provide better than $\mathcal{O}(n \log n)$ time complexity with additional constraints, including:

- Han’s algorithm, a deterministic algorithm for sorting keys from a domain of finite size, taking $\mathcal{O}(n \log \log n)$ time and $\mathcal{O}(n)$ space. [9]
- Thorup’s algorithm, a randomized algorithm for sorting keys from a domain of finite size, taking $\mathcal{O}(n \log \log n)$ time and $\mathcal{O}(n)$ space. [10]
- An integer sorting algorithm taking $\mathcal{O}\left(n \sqrt{\log \log n}\right)$ expected time and $\mathcal{O}(n)$ space. [11]

Algorithms not yet compared above include:
• Odd-even sort
• Flashsort
• Burstsort
• Postman sort
• Stooge sort
• Samplesort
• Bitonic sorter

Summaries of popular sorting algorithms

Bubble sort

*Bubble sort* is a simple sorting algorithm. The algorithm starts at the beginning of the data set. It compares the first two elements, and if the first is greater than the second, it swaps them. It continues doing this for each pair of adjacent elements to the end of the data set. It then starts again with the first two elements, repeating until no swaps have occurred on the last pass. This algorithm's average and worst case performance is $O(n^2)$, so it is rarely used to sort large, unordered, data sets. Bubble sort can be used to sort a small number of items (where its asymptotic inefficiency is not a high penalty). Bubble sort can also be used efficiently on a list of any length that is nearly sorted (that is, the elements are not significantly out of place). For example, if any number of elements are out of place by only one position (e.g. 0123546789 and 1032547698), bubble sort's exchange will get them in order on the first pass, the second pass will find all elements in order, so the sort will take only $2n$ time.

Selection sort

*Selection sort* is an in-place comparison sort. It has $O(n^2)$ complexity, making it inefficient on large lists, and generally performs worse than the similar insertion sort. Selection sort is noted for its simplicity, and also has performance advantages over more complicated algorithms in certain situations.

The algorithm finds the minimum value, swaps it with the value in the first position, and repeats these steps for the remainder of the list. It does no more than $n$ swaps, and thus is useful where swapping is very expensive.

Insertion sort

*Insertion sort* is a simple sorting algorithm that is relatively efficient for small lists and mostly sorted lists, and often is used as part of more sophisticated algorithms. It works by taking elements from the list one by one and inserting them in their correct position into a new sorted list. In arrays, the new list and the remaining elements can share the array's space, but insertion is expensive, requiring shifting all following elements over by one. Shell sort (see below) is a variant of insertion sort that is more efficient for larger lists.
Sorting algorithm

Shell sort

Shell sort was invented by Donald Shell in 1959. It improves upon bubble sort and insertion sort by moving out of order elements more than one position at a time. One implementation can be described as arranging the data sequence in a two-dimensional array and then sorting the columns of the array using insertion sort.

Comb sort

Comb sort is a relatively simple sorting algorithm originally designed by Wlodzimierz Dobosiewicz in 1980. Later it was rediscovered and popularized by Stephen Lacey and Richard Box with a Byte Magazine article published in April 1991. Comb sort improves on bubble sort, and rivals algorithms like Quicksort. The basic idea is to eliminate turtles, or small values near the end of the list, since in a bubble sort these slow the sorting down tremendously. (Rabbits, large values around the beginning of the list, do not pose a problem in bubble sort)

Merge sort

Merge sort takes advantage of the ease of merging already sorted lists into a new sorted list. It starts by comparing every two elements (i.e., 1 with 2, then 3 with 4...) and swapping them if the first should come after the second. It then merges each of the resulting lists of two into lists of four, then merges those lists of four, and so on; until at last two lists are merged into the final sorted list. Of the algorithms described here, this is the first that scales well to very large lists, because its worst-case running time is $O(n \log n)$. Merge sort has seen a relatively recent surge in popularity for practical implementations, being used for the standard sort routine in the programming languages Perl, Python (as timsort), and Java (also uses timsort as of JDK7), among others. Merge sort has been used in Java at least since 2000 in JDK1.3.

Heapsort

Heapsort is a much more efficient version of selection sort. It also works by determining the largest (or smallest) element of the list, placing that at the end (or beginning) of the list, then continuing with the rest of the list, but accomplishes this task efficiently by using a data structure called a heap, a special type of binary tree. Once the data list has been made into a heap, the root node is guaranteed to be the largest (or smallest) element. When it is removed and placed at the end of the list, the heap is rearranged so the largest element remaining moves to the root. Using the heap, finding the next largest element takes $O(\log n)$ time, instead of $O(n)$ for a linear scan as in simple selection sort. This allows Heapsort to run in $O(n \log n)$ time, and this is also the worst case complexity.

Quicksort

Quicksort is a divide and conquer algorithm which relies on a partition operation: to partition an array an element called a pivot is selected. All elements smaller than the pivot are moved before it and all greater elements are moved after it. This can be done efficiently in linear time and in-place. The lesser and greater sublists are then recursively sorted. Efficient implementations of quicksort (with in-place partitioning) are typically unstable sorts and somewhat complex, but are among the fastest sorting algorithms in practice. Together with its modest $O(\log n)$ space usage, quicksort is one of the most popular sorting algorithms and is available in many standard programming libraries. The most complex issue in quicksort is choosing a good pivot element; consistently poor choices of pivots can result in drastically slower $O(n^2)$ performance, if at each step the median is chosen as the pivot then the algorithm works in
O(n log n). Finding the median however, is an O(n) operation on unsorted lists and therefore exacts its own penalty with sorting.

**Counting sort**

Counting sort is applicable when each input is known to belong to a particular set, S, of possibilities. The algorithm runs in O(|S| + n) time and O(|S|) memory where n is the length of the input. It works by creating an integer array of size |S| and using the i-th bin to count the occurrences of the i-th member of S in the input. Each input is then counted by incrementing the value of its corresponding bin. Afterward, the counting array is looped through to arrange all of the inputs in order. This sorting algorithm cannot often be used because S needs to be reasonably small for it to be efficient, but the algorithm is extremely fast and demonstrates great asymptotic behavior as n increases. It also can be modified to provide stable behavior.

**Bucket sort**

Bucket sort is a divide and conquer sorting algorithm that generalizes Counting sort by partitioning an array into a finite number of buckets. Each bucket is then sorted individually, either using a different sorting algorithm, or by recursively applying the bucket sorting algorithm. A variation of this method called the single buffered count sort is faster than quicksort.

Due to the fact that bucket sort must use a limited number of buckets it is best suited to be used on data sets of a limited scope. Bucket sort would be unsuitable for data that have a lot of variation, such as social security numbers.

**Radix sort**

Radix sort is an algorithm that sorts numbers by processing individual digits. n numbers consisting of k digits each are sorted in O(n · k) time. Radix sort can process digits of each number either starting from the least significant digit (LSD) or starting from the most significant digit (MSD). The LSD algorithm first sorts the list by the least significant digit while preserving their relative order using a stable sort. Then it sorts them by the next digit, and so on from the least significant to the most significant, ending up with a sorted list. While the LSD radix sort requires the use of a stable sort, the MSD radix sort algorithm does not (unless stable sorting is desired). In-place MSD radix sort is not stable. It is common for the counting sort algorithm to be used internally by the radix sort. Hybrid sorting approach, such as using insertion sort for small bins improves performance of radix sort significantly.

**Distribution sort**

Distribution sort refers to any sorting algorithm where data are distributed from their input to multiple intermediate structures which are then gathered and placed on the output. For example, both bucket sort and flashsort are distribution based sorting algorithms.

**Timsort**

Timsort finds runs in the data, creates runs with insertion sort if necessary, and then uses merge sort to create the final sorted list. It has the same complexity (O(nlogn)) in the average and worst cases, but with pre-sorted data it goes down to O(n).
Memory usage patterns and index sorting

When the size of the array to be sorted approaches or exceeds the available primary memory, so that (much slower) disk or swap space must be employed, the memory usage pattern of a sorting algorithm becomes important, and an algorithm that might have been fairly efficient when the array fit easily in RAM may become impractical. In this scenario, the total number of comparisons becomes (relatively) less important, and the number of times sections of memory must be copied or swapped to and from the disk can dominate the performance characteristics of an algorithm. Thus, the number of passes and the localization of comparisons can be more important than the raw number of comparisons, since comparisons of nearby elements to one another happen at system bus speed (or, with caching, even at CPU speed), which, compared to disk speed, is virtually instantaneous.

For example, the popular recursive quicksort algorithm provides quite reasonable performance with adequate RAM, but due to the recursive way that it copies portions of the array it becomes much less practical when the array does not fit in RAM, because it may cause a number of slow copy or move operations to and from disk. In that scenario, another algorithm may be preferable even if it requires more total comparisons.

One way to work around this problem, which works well when complex records (such as in a relational database) are being sorted by a relatively small key field, is to create an index into the array and then sort the index, rather than the entire array. (A sorted version of the entire array can then be produced with one pass, reading from the index, but often even that is unnecessary, as having the sorted index is adequate.) Because the index is much smaller than the entire array, it may fit easily in memory where the entire array would not, effectively eliminating the disk-swapping problem. This procedure is sometimes called "tag sort".[17]

Another technique for overcoming the memory-size problem is to combine two algorithms in a way that takes advantages of the strength of each to improve overall performance. For instance, the array might be subdivided into chunks of a size that will fit easily in RAM (say, a few thousand elements), the chunks sorted using an efficient algorithm (such as quicksort or heapsort), and the results merged as per mergesort. This is less efficient than just doing mergesort in the first place, but it requires less physical RAM (to be practical) than a full quicksort on the whole array.

Techniques can also be combined. For sorting very large sets of data that vastly exceed system memory, even the index may need to be sorted using an algorithm or combination of algorithms designed to perform reasonably with virtual memory, i.e., to reduce the amount of swapping required.

Some other sorting algorithms also i.e. New friends sort algorithm, Relative split and concatenate sort etc

Inefficient/humorous sorts

Some algorithms are extremely slow compared to those discussed above, such as the Bogosort $O(n \cdot n!)$ and the Stooge sort $O(n^{2.7})$.
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External links

• Sorting Algorithm Animations (http://www.sorting-algorithms.com/) - Graphical illustration of how different algorithms handle different kinds of data sets.

• Sequential and parallel sorting algorithms (http://www.itl.fh-flensburg.de/lang/algorithmen/sortieren/algoen.htm) - Explanations and analyses of many sorting algorithms.


• Slightly Skeptical View on Sorting Algorithms (http://www.softpanorama.org/Algorithms/sorting.shtml) Discusses several classic algorithms and promotes alternatives to the quicksort algorithm.
**Quicksort**

Quicksort is a sorting algorithm developed by Tony Hoare that, on average, makes $O(n \log n)$ comparisons to sort $n$ items. It is also known as partition-exchange sort. In the worst case, it makes $O(n^2)$ comparisons, though this behavior is rare. Quicksort is often faster in practice than other $O(n \log n)$ algorithms.\(^1\) Additionally, quicksort's sequential and localized memory references work well with a cache. Quicksort can be implemented with an in-place partitioning algorithm, so the entire sort can be done with only $O(\log n)$ additional space.\(^2\)

Quicksort is a comparison sort and, in efficient implementations, is not a stable sort.

**History**

The quicksort algorithm was developed in 1960 by Tony Hoare while in the Soviet Union, as a visiting student at Moscow State University. At that time, Hoare worked in a project on machine translation for the National Physical Laboratory. He developed the algorithm in order to sort the words to be translated, to make them more easily matched to an already-sorted Russian-to-English dictionary that was stored on magnetic tape.\(^3\)

**Algorithm**

Quicksort is a divide and conquer algorithm. Quicksort first divides a large list into two smaller sub-lists: the low elements and the high elements. Quicksort can then recursively sort the sub-lists.

The steps are:

1. Pick an element, called a *pivot*, from the list.
2. Reorder the list so that all elements with values less than the pivot come before the pivot, while all elements with values greater than the pivot come after it (equal values can go either way). After this partitioning, the pivot is in its final position. This is called the *partition* operation.
3. Recursively sort the sub-list of lesser elements and the sub-list of greater elements.

The base case of the recursion are lists of size zero or one, which never need to be sorted.
Simple version

In simple pseudocode, the algorithm might be expressed as this:

```plaintext
function quicksort('array')
    if length('array') ≤ 1
        return 'array' // an array of zero or one elements is already sorted
    select and remove a pivot value 'pivot' from 'array'
    create empty lists 'less' and 'greater'
    for each 'x' in 'array'
        if 'x' ≤ 'pivot' then append 'x' to 'less'
        else append 'x' to 'greater'
    return concatenate(quicksort('less'), 'pivot', quicksort('greater')) // two recursive calls
```
Notice that we only examine elements by comparing them to other elements. This makes quicksort a comparison sort. This version is also a stable sort (assuming that the "for each" method retrieves elements in original order, and the pivot selected is the last among those of equal value).

The correctness of the partition algorithm is based on the following two arguments:

- At each iteration, all the elements processed so far are in the desired position: before the pivot if less than the pivot's value, after the pivot if greater than the pivot's value (loop invariant).
- Each iteration leaves one fewer element to be processed (loop variant).

The correctness of the overall algorithm can be proven via induction: for zero or one element, the algorithm leaves the data unchanged; for a larger data set it produces the concatenation of two parts, elements less than the pivot and elements greater than it, themselves sorted by the recursive hypothesis.

Full example of quicksort on a random set of numbers. The shaded element is the pivot. It is always chosen as the last element of the partition. However, always choosing the last element in the partition as the pivot in this way results in poor performance (\(O(n^2)\)) on already sorted lists, or lists of identical elements. Since sub-lists of sorted / identical elements crop up a lot towards the end of a sorting procedure on a large set, versions of the quicksort algorithm which choose the pivot as the middle element run much more quickly than the algorithm described in this diagram on large sets of numbers.
Quicksort

In-place version

The disadvantage of the simple version above is that it requires O(n) extra storage space, which is as bad as merge sort. The additional memory allocations required can also drastically impact speed and cache performance in practical implementations. There is a more complex version which uses an in-place partition algorithm and can achieve the complete sort using O(log n) space (not counting the input) on average (for the call stack). We start with a partition function:

```
// left is the index of the leftmost element of the array
// right is the index of the rightmost element of the array (inclusive)
// number of elements in subarray = right-left+1
function partition(array, 'left', 'right', 'pivotIndex')
  'pivotValue' := array['pivotIndex']
  swap array['pivotIndex'] and array['right'] // Move pivot to end
  'storeIndex' := 'left'
  for 'i' from 'left' to 'right' - 1 // left ≤ i < right
    if array['i'] < 'pivotValue'
      swap array['i'] and array['storeIndex']
      'storeIndex' := 'storeIndex' + 1
  swap array['storeIndex'] and array['right'] // Move pivot to its final place
  return 'storeIndex'
```
This is the in-place partition algorithm. It partitions the portion of the array between indexes left and right, inclusively, by moving all elements less than array[pivotIndex] before the pivot, and the equal or greater elements after it. In the process it also finds the final position for the pivot element, which it returns. It temporarily moves the pivot element to the end of the subarray, so that it doesn't get in the way. Because it only uses exchanges, the final list has the same elements as the original list. Notice that an element may be exchanged multiple times before reaching its final place. Also, in case of pivot duplicates in the input array, they can be spread across the right subarray, in any order. This doesn't represent a partitioning failure, as further sorting will reposition and finally "glue" them together.

This form of the partition algorithm is not the original form; multiple variations can be found in various textbooks, such as versions not having the storeIndex. However, this form is probably the easiest to understand.

Once we have this, writing quicksort itself is easy:

```javascript
function quicksort(array, 'left', 'right')

  // If the list has 2 or more items
  if 'left' < 'right'
    // See "Choice of pivot" section below for possible choices
    choose any 'pivotIndex' such that 'left' ≤ 'pivotIndex' ≤ 'right'

    // Get lists of bigger and smaller items and final position
    of pivot
    'pivotNewIndex' := partition(array, 'left', 'right', 'pivotIndex')

    // Recursively sort elements smaller than the pivot
    quicksort(array, 'left', 'pivotNewIndex' - 1)

    // Recursively sort elements at least as big as the pivot
    quicksort(array, 'pivotNewIndex' + 1, 'right')
```

Each recursive call to this quicksort function reduces the size of the array being sorted by at least one element, since in each invocation the element at pivotNewIndex is placed in its final position. Therefore, this algorithm is guaranteed to terminate after at most \( n \) recursive calls. However, since partition reorders elements within a partition, this version of quicksort is not a stable sort.

**Implementation issues**

**Choice of pivot**

In very early versions of quicksort, the leftmost element of the partition would often be chosen as the pivot element. Unfortunately, this causes worst-case behavior on already sorted arrays, which is a rather common use-case. The problem was easily solved by choosing either a random index for the pivot, choosing the middle index of the partition or (especially for longer partitions) choosing the median of the first, middle and last element of the partition for the pivot (as recommended by R. Sedgewick).

Selecting a pivot element is also complicated by the existence of integer overflow. If the boundary indices of the subarray being sorted are sufficiently large, the naïve expression for the middle index, \((left + right)/2\), will cause overflow and provide an invalid pivot index. This can be overcome by using, for example, \(left + (right-left)/2\) to index the middle element, at the cost of more complex arithmetic. Similar issues arise in some other methods of selecting the pivot element.
Optimizations

Two other important optimizations, also suggested by R. Sedgewick, as commonly acknowledged, and widely used in practice are:[6][7][8]

- To make sure at most $O(\log N)$ space is used, recurse first into the smaller half of the array, and use a tail call to recurse into the other.
- Use insertion sort, which has a smaller constant factor and is thus faster on small arrays, for invocations on such small arrays (i.e. where the length is less than a threshold $t$ determined experimentally). This can be implemented by leaving such arrays unsorted and running a single insertion sort pass at the end, because insertion sort handles nearly sorted arrays efficiently. A separate insertion sort of each small segment as they are identified adds the overhead of starting and stopping many small sorts, but avoids wasting effort comparing keys across the many segment boundaries, which keys will be in order due to the workings of the quicksort process. It also improves the cache use.

Parallelization

Like merge sort, quicksort can also be parallelized due to its divide-and-conquer nature. Individual in-place partition operations are difficult to parallelize, but once divided, different sections of the list can be sorted in parallel. The following is a straightforward approach: If we have $P$ processors, we can divide a list of $N$ elements into $P$ sublists in $O(n)$ average time, then sort each of these in $O\left(\frac{n}{p}\log \frac{n}{p}\right)$ average time. Ignoring the $O(n)$ preprocessing and merge times, this is linear speedup. If the split is blind, ignoring the values, the merge naïvely costs $O(n)$. If the split partitions based on a succession of pivots, it is tricky to parallelize and naïvely costs $O(n)$. Given $O(\log n)$ or more processors, only $O(n)$ time is required overall, whereas an approach with linear speedup would achieve $O(\log n)$ time for overall.

One advantage of this simple parallel quicksort over other parallel sort algorithms is that no synchronization is required, but the disadvantage is that sorting is still $O(n)$ and only a sublinear speedup of $O(\log n)$ is achieved. A new thread is started as soon as a sublist is available for it to work on and it does not communicate with other threads. When all threads complete, the sort is done.

Other more sophisticated parallel sorting algorithms can achieve even better time bounds.[9] For example, in 1991 David Powers described a parallelized quicksort (and a related radix sort) that can operate in $O(\log n)$ time on a CRCW PRAM with $n$ processors by performing partitioning implicitly.[10]

Formal analysis

Average-case analysis using discrete probability

Quicksort takes $O(n \log n)$ time on average, when the input is a random permutation. Why? For a start, it is not hard to see that the partition operation takes $O(n)$ time.

In the most unbalanced case, each time we perform a partition we divide the list into two sublists of size 0 and $n - 1$ (for example, if all elements of the array are equal). This means each recursive call processes a list of size one less than the previous list. Consequently, we can make $n - 1$ nested calls before we reach a list of size 1. This means that the call tree is a linear chain of $n - 1$ nested calls. The $i$th call does $O(n - i)$ work to do the partition, and $\sum_{i=0}^{n}(n - i) = O(n^2)$, so in that case Quicksort take $O(n^2)$ time. That is the worst case: given knowledge of which comparisons are performed by the sort, there are adaptive algorithms that are effective at generating worst-case input for quicksort on-the-fly, regardless of the pivot selection strategy.[11]

In the most balanced case, each time we perform a partition we divide the list into two nearly equal pieces. This means each recursive call processes a list of half the size. Consequently, we can make only $\log n / \log 2$ nested calls before we reach a list of size 1. This means that the depth of the call tree is $\log n / \log 2$. But no two calls at
the same level of the call tree process the same part of the original list; thus, each level of calls needs only \( O(n) \) time all together (each call has some constant overhead, but since there are only \( O(n) \) calls at each level, this is subsumed in the \( O(n) \) factor). The result is that the algorithm uses only \( O(n \log n) \) time.

In fact, it's not necessary to be perfectly balanced; even if each pivot splits the elements with 75% on one side and 25% on the other side (or any other fixed fraction), the call depth is still limited to \( \log n / \log(4/3) \), so the total running time is still \( O(n \log n) \).

So what happens on average? If the pivot has rank somewhere in the middle 50 percent, that is, between the 25th percentile and the 75th percentile, then it splits the elements with at least 25% and at most 75% on each side. If we could consistently choose a pivot from the two middle 50 percent, we would only have to split the list at most \( \log n / \log(4/3) \) times before reaching lists of size 1, yielding an \( O(n \log n) \) algorithm.

When the input is a random permutation, the pivot has a random rank, and so it is not guaranteed to be in the middle 50 percent. However, when we start from a random permutation, in each recursive call the pivot has a random rank in its list, and so it is in the middle 50 percent about half the time. That is good enough. Imagine that you flip a coin: heads means that the rank of the pivot is in the middle 50 percent, tail means that it isn't. Imagine that you are flipping a coin over and over until you get \( k \) heads. Although this could take a long time, on average only \( 2^k \) flips are required, and the chance that you won't get \( k \) heads after \( 100k \) flips is highly improbable (this can be made rigorous using Chernoff bounds). By the same argument, Quicksort's recursion will terminate on average at a call depth of only \( 2(\log n / \log(4/3)) \). But if its average call depth is \( O(\log n) \), and each level of the call tree processes at most \( n \) elements, the total amount of work done on average is the product, \( O(n \log n) \). Note that the algorithm does not have to verify that the pivot is in the middle half—if we hit it any constant fraction of the times, that is enough for the desired complexity.

**Average-case analysis using recurrences**

An alternative approach is to set up a recurrence relation for the \( T(n) \) factor, the time needed to sort a list of size \( n \).

In the most unbalanced case, a single Quicksort call involves \( O(n) \) work plus two recursive calls on lists of size 0 and \( n - 1 \), so the recurrence relation is

\[
T(n) = O(n) + T(0) + T(n - 1) = O(n) + T(n - 1).
\]

This is the same relation as for insertion sort and selection sort, and it solves to worst case \( T(n) = O(n^2) \).

In the most balanced case, a single quicksort call involves \( O(n) \) work plus two recursive calls on lists of size \( n/2 \), so the recurrence relation is

\[
T(n) = O(n) + 2T\left(\frac{n}{2}\right).
\]

The master theorem tells us that \( T(n) = O(n \log n) \).

The outline of a formal proof of the \( O(n \log n) \) expected time complexity follows. Assume that there are no duplicates as duplicates could be handled with linear time pre- and post-processing, or considered cases easier than the analyzed. When the input is a random permutation, the rank of the pivot is uniform random from 0 to \( n-1 \). Then the resulting parts of the partition have sizes \( i \) and \( n-i-1 \), and \( i \) is uniform random from 0 to \( n-1 \). So, averaging over all possible splits and noting that the number of comparisons for the partition is \( n-1 \), the average number of comparisons over all permutations of the input sequence can be estimated accurately by solving the recurrence relation:

\[
C(n) = n - 1 + \frac{1}{n} \sum_{i=0}^{n-1} (C(i) + C(n - i - 1))
\]

Solving the recurrence gives \( C(n) = 2n \log n = 1.39n \log_2 n \).

This means that, on average, quicksort performs only about 39% worse than in its best case. In this sense it is closer to the best case than the worst case. Also note that a comparison sort cannot use less than \( \log_2(n!) \) comparisons on
average to sort \( n \) items (as explained in the article Comparison sort) and in case of large \( n \), Stirling’s approximation yields \( \log_2(n!) \approx n(\log_2 n - \log_2 e) \), so quicksort is not much worse than an ideal comparison sort. This fast average runtime is another reason for quicksort’s practical dominance over other sorting algorithms.

**Analysis of Randomized quicksort**

Using the same analysis, one can show that Randomized quicksort has the desirable property that, for any input, it requires only \( O(n \log n) \) expected time (averaged over all choices of pivots). However, there exists a combinatorial proof, more elegant than both the analysis using discrete probability and the analysis using recurrences.

To each execution of Quick sort corresponds the following binary search tree (BST): the initial pivot is the root node; the pivot of the left half is the root of the left subtree, the pivot of the right half is the root of the right subtree, and so on. The number of comparisons of the execution of Quick sort equals the number of comparisons during the construction of the BST by a sequence of insertions. So, the average number of comparisons for randomized Quick sort equals the average cost of constructing a BST when the values inserted \((x_1, x_2, ..., x_n)\) form a random permutation.

Consider a BST created by insertion of a sequence \((x_1, x_2, ..., x_n)\) of values forming a random permutation. Let \( C \) denote the cost of creation of the BST. We have: \[ C = \sum_i \sum_{j<i} \text{(whether during the insertion of } x_i \text{there was a comparison to } x_j) \]

By linearity of expectation, the expected value \( E(C) \) of \( C \) is \[ E(C) = \sum_i \sum_{j<i} \text{Pr(during the insertion of } x_i \text{there was a comparison to } x_j) \]

Fix \( i \) and \( j<i \). The values \( x_1, x_2, ..., x_j \), once sorted, define \( j+1 \) intervals. The core structural observation is that \( x_i \) is compared to \( x_j \) in the algorithm if and only if \( x_i \) falls inside one of the two intervals adjacent to \( x_j \).

Observe that since \((x_1, x_2, ..., x_n)\) is a random permutation, \((x_1, x_2, ..., x_j, x_i)\) is also a random permutation, so the probability that \( x_i \) is adjacent to \( x_j \) is exactly \( 2/(j+1) \).

We end with a short calculation: \[ E(C) = \sum_i \sum_{j<i} 2/(j+1) = O\left(\sum_i \log i\right) = O(n \log n) \]

**Space complexity**

The space used by quicksort depends on the version used.

The in-place version of quicksort has a space complexity of \( O(\log n) \), even in the worst case, when it is carefully implemented using the following strategies:

- in-place partitioning is used. This unstable partition requires \( O(1) \) space.
- After partitioning, the partition with the fewest elements is (recursively) sorted first, requiring at most \( O(\log n) \) space. Then the other partition is sorted using tail recursion or iteration, which doesn’t add to the call stack. This idea, as discussed above, was described by R. Sedgewick, and keeps the stack depth bounded by \( O(\log n) \).\(^4\)[5]

Quicksort with in-place and unstable partitioning uses only constant additional space before making any recursive call. Quicksort must store a constant amount of information for each nested recursive call. Since the best case makes at most \( O(\log n) \) nested recursive calls, it uses \( O(\log n) \) space. However, without Sedgewick’s trick to limit the recursive calls, in the worst case quicksort could make \( O(n) \) nested recursive calls and need \( O(n) \) auxiliary space.

From a bit complexity viewpoint, variables such as \( left \) and \( right \) do not use constant space; it takes \( O(\log n) \) bits to index into a list of \( n \) items. Because there are such variables in every stack frame, quicksort using Sedgewick’s trick requires \( O((\log n)^2) \) bits of space. This space requirement isn’t too terrible, though, since if the list contained distinct elements, it would need at least \( O(n \log n) \) bits of space.
Another, less common, not-in-place, version of quicksort uses $O(n)$ space for working storage and can implement a stable sort. The working storage allows the input array to be easily partitioned in a stable manner and then copied back to the input array for successive recursive calls. Sedgewick's optimization is still appropriate.

**Selection-based pivoting**

A selection algorithm chooses the $k$th smallest of a list of numbers; this is an easier problem in general than sorting. One simple but effective selection algorithm works nearly in the same manner as quicksort, except that instead of making recursive calls on both sublists, it only makes a single tail-recursive call on the sublist which contains the desired element. This small change lowers the average complexity to linear or $O(n)$ time, and makes it an in-place algorithm. A variation on this algorithm brings the worst-case time down to $O(n)$ (see selection algorithm for more information).

Conversely, once we know a worst-case $O(n)$ selection algorithm is available, we can use it to find the ideal pivot (the median) at every step of quicksort, producing a variant with worst-case $O(n \log n)$ running time. In practical implementations, however, this variant is considerably slower on average.

**Variants**

There are four well known variants of quicksort:

- **Balanced quicksort**: choose a pivot likely to represent the middle of the values to be sorted, and then follow the regular quicksort algorithm.

- **External quicksort**: The same as regular quicksort except the pivot is replaced by a buffer. First, read the $M/2$ first and last elements into the buffer and sort them. Read the next element from the beginning or end to balance writing. If the next element is less than the least of the buffer, write it to available space at the beginning. If greater than the greatest, write it to the end. Otherwise write the greatest or least of the buffer, and put the next element in the buffer. Keep the maximum lower and minimum upper keys written to avoid resorting middle elements that are in order. When done, write the buffer. Recursively sort the smaller partition, and loop to sort the remaining partition. This is a kind of three-way quicksort in which the middle partition (buffer) represents a sorted subarray of elements that are approximately equal to the pivot.

- **Three-way radix quicksort** (developed by Sedgewick and also known as multikey quicksort): is a combination of radix sort and quicksort. Pick an element from the array (the pivot) and consider the first character (key) of the string (multikey). Partition the remaining elements into three sets: those whose corresponding character is less than, equal to, and greater than the pivot's character. Recursively sort the "less than" and "greater than" partitions on the same character. Recursively sort the "equal to" partition by the next character (key). Given we sort using bytes or words of length $W$ bits, the best case is $O(KN)$ and the worst case $O(2^KN)$ or at least $O(N^2)$ as for standard quicksort, given for unique keys $N < 2^K$, and $K$ is a hidden constant in all standard comparison sort algorithms including quicksort. This is a kind of three-way quicksort in which the middle partition (buffer) represents a (trivially) sorted subarray of elements that are exactly equal to the pivot.

- **Quick radix sort** (also developed by Powers as a $o(K)$ parallel PRAM algorithm). This is again a combination of radix sort and quicksort but the quicksort left/right partition decision is made on successive bits of the key, and is thus $O(KN)$ for $N K$-bit keys. Note that all comparison sort algorithms effectively assume an ideal $K$ of $O(\log N)$ as if $k$ is smaller we can sort in $O(N)$ using a hash table or integer sorting, and if $K \gg \log N$ but elements are unique within $O(\log N)$ bits, the remaining bits will not be looked at by either quicksort or quick radix sort, and otherwise all comparison sorting algorithms will also have the same overhead of looking through $O(K)$ relatively useless bits but quick radix sort will avoid the worst case $O(N^2)$ behaviours of standard quicksort and quick radix sort, and will be faster even in the best case of those comparison algorithms under these conditions of $\text{uniqueprefix}(K) \gg \log N$. See Powers [12] for further discussion of the hidden overheads in comparison, radix and parallel sorting.
Comparison with other sorting algorithms

Quicksort is a space-optimized version of the binary tree sort. Instead of inserting items sequentially into an explicit tree, quicksort organizes them concurrently into a tree that is implied by the recursive calls. The algorithms make exactly the same comparisons, but in a different order. An often desirable property of a sorting algorithm is stability - that is the order of elements that compare equal is not changed, allowing controlling order of multikey tables (e.g. directory or folder listings) in a natural way. This property is hard to maintain for in situ (or in place) quicksort (that uses only constant additional space for pointers and buffers, and logN additional space for the management of explicit or implicit recursion). For variant quicksorts involving extra memory due to representations using pointers (e.g. lists or trees) or files (effectively lists), it is trivial to maintain stability. The more complex, or disk-bound, data structures tend to increase time cost, in general making increasing use of virtual memory or disk.

The most direct competitor of quicksort is heapsort. Heapsort's worst-case running time is always $O(n \log n)$. But, heapsort is assumed to be on average somewhat slower than standard in-place quicksort. This is still debated and in research, with some publications indicating the opposite.\[13]\[14\] Introsort is a variant of quicksort that switches to heapsort when a bad case is detected to avoid quicksort's worst-case running time. If it is known in advance that heapsort is going to be necessary, using it directly will be faster than waiting for introsort to switch to it.

Quicksort also competes with mergesort, another recursive sort algorithm but with the benefit of worst-case $O(n \log n)$ running time. Mergesort is a stable sort, unlike standard in-place quicksort and heapsort, and can be easily adapted to operate on linked lists and very large lists stored on slow-to-access media such as disk storage or network attached storage. Like mergesort, quicksort can be implemented as an in-place stable sort,\[15\] but this is seldom done. Although quicksort can be written to operate on linked lists, it will often suffer from poor pivot choices without random access. The main disadvantage of mergesort is that, when operating on arrays, efficient implementations require $O(n)$ auxiliary space, whereas the variant of quicksort with in-place partitioning and tail recursion uses only $O(\log n)$ space. (Note that when operating on linked lists, mergesort only requires a small, constant amount of auxiliary storage.)

Bucket sort with two buckets is very similar to quicksort; the pivot in this case is effectively the value in the middle of the value range, which does well on average for uniformly distributed inputs.

Notes

Quicksort
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External links

- Interactive Tutorial for Quicksort (http://pages.stern.nyu.edu/~panos/java/Quicksort/index.html)
- Quicksort applet (http://www.yorku.ca/sychen/research/sorting/index.html) with "level-order" recursive calls to help improve algorithm analysis
- Open Data Structures - Section 11.1.2 - Quicksort (http://opendatastructures.org/versions/edition-0.1/ods-java/11_1_Comparison_Based_Sorti.html#SECTION001412000000000000000)
- Multidimensional quicksort in Java (http://fiehnlab.ucdavis.edu/staff/wohlgemuth/java/quicksort)
- Literate implementations of Quicksort in various languages (http://en.literateprograms.org/Category:Quicksort) on LiteratePrograms
- A colored graphical Java applet (http://coderaptors.com/?QuickSort) which allows experimentation with initial state and shows statistics
Boyer–Moore string search algorithm

In computer science, the Boyer–Moore string search algorithm is an efficient string searching algorithm that is the standard benchmark for practical string search literature. It was developed by Robert S. Boyer and J Strother Moore in 1977. The algorithm preprocesses the string being searched for (the pattern), but not the string being searched in (the text). It is thus well-suited for applications in which the text does not persist across multiple searches. The Boyer-Moore algorithm uses information gathered during the preprocess step to skip sections of the text, resulting in a lower constant factor than many other string algorithms. In general, the algorithm runs faster as the pattern length increases.

Definitions

- **S[i]** refers to the character at index *i* of string *S*, counting from 1.
- **S[i..j]** refers to the substring of string *S* starting at index *i* and ending at *j*, inclusive.
- A prefix of *S* is a substring **S[i..i]** for some *i* in range [1, *n*], where *n* is the length of *S*.
- A suffix of *S* is a substring **S[i..n]** for some *i* in range [1, *n*], where *n* is the length of *S*.
- The string to be searched for is called the **pattern**.
- The string being searched in is called the **text**.
- The pattern is referred to with symbol **P**.
- The text is referred to with symbol **T**.
- The length of **P** is *n*.
- The length of **T** is *m*.
- An **alignment** of **P** to **T** is an index *k* in **T** such that the last character of **P** is aligned with index *k* of **T**.
- A **match** or **occurrence** of **P** occurs at an alignment if **P** is equivalent to **T[(k-n+1)..k]**.

Description

The Boyer-Moore algorithm searches for occurrences of **P** in **T** by performing explicit character comparisons at different alignments. Instead of a brute-force search of all alignments (of which there are *m* - *n* + 1), Boyer-Moore uses information gained by preprocessing **P** to skip as many alignments as possible.

The algorithm begins at alignment *k* = *n*, so the start of **P** is aligned with the start of **T**. Characters in **P** and **T** are then compared starting at index *n* in **P** and *k* in **T**, moving downward: the strings are matched from the end and toward the beginning of **P**. The comparisons continue until either a mismatch occurs or the beginning of **P** is reached (which means there is a match), after which the alignment is shifted to the right according to the maximum value permitted by a number of rules. The comparisons are performed again at the new alignment, and the process repeats until the alignment is shifted past the end of **T**.

Alignments of pattern **PAN** to text **ANPANMAN**, from *k*=3 to *k*=8. A match occurs at *k*=5.

- The string to be searched for is called the **pattern**.
- The string being searched in is called the **text**.
- The pattern is referred to with symbol **P**.
- The text is referred to with symbol **T**.
- The length of **P** is *n*.
- The length of **T** is *m*.
- An **alignment** of **P** to **T** is an index *k* in **T** such that the last character of **P** is aligned with index *k* of **T**.
- A **match** or **occurrence** of **P** occurs at an alignment if **P** is equivalent to **T[(k-n+1)..k]**.
The shift rules are implemented as constant-time table lookups, using tables generated during the preprocessing of \( P \).

### Shift Rules

#### The Bad Character Rule

**Description**

\[
- - - X - - K - - - \\
A N P A N M A N A M - \\
- N N A A M A N - - - \\
- - - N N A A M A N -
\]

Demonstration of bad character rule with pattern NNAAMAN.

The bad-character rule considers the character in \( T \) at which the comparison process failed (assuming such a failure occurred). The next occurrence of that character to the left in \( P \) is found, and a shift which brings that occurrence in line with the mismatched occurrence in \( T \) is proposed. If the mismatched character does not occur to the left in \( P \), a shift is proposed that moves the entirety of \( P \) past the point of mismatch.

#### Preprocessing

Methods vary on the exact form the table for the bad character rule should take, but a simple constant-time lookup solution is as follows: create a 2D table which is indexed first by the index of the character \( c \) in the alphabet and second by the index \( i \) in the pattern. This lookup will return the occurrence of \( c \) in \( P \) with the next-highest index \( j < i \) or \(-1\) if there is no such occurrence. The proposed shift will then be \( i - j \), with \( O(1) \) lookup time and \( O(kn) \) space, assuming a finite alphabet of length \( k \).

#### The Good Suffix Rule

**Description**

\[
- - - X - - K - - - \\
M A N P A N A M A N A P - \\
A N A M P N A M - - - - \\
- - - A N A M P N A M -
\]

Demonstration of good suffix rule with pattern ANAMPNAM.

The good suffix rule is markedly more complex in both concept and implementation than the bad character rule. It is the reason comparisons begin at the end of the pattern rather than the start, and is formally stated thus:[3]

Suppose for a given alignment of \( P \) and \( T \), a substring \( t \) of \( T \) matches a suffix of \( P \), but a mismatch occurs at the next comparison to the left. Then find, if it exists, the right-most copy \( t' \) of \( t \) in \( P \) such that \( t' \) is not a suffix of \( P \) and the character to the left of \( t' \) in \( P \) differs from the character to the left of \( t' \) in \( P \). Shift \( P \) to the right so that substring \( t' \) in \( P \) is below substring \( t' \) in \( T \). If \( t' \) does not exist, then shift the left end of \( P \) past the left end of \( t' \) in \( T \) by the least amount so that a prefix of the shifted pattern matches a suffix of \( t' \) in \( T \). If no such shift is possible, then shift \( P \) by \( n \) places to the right. If an occurrence of \( P \) is found, then shift \( P \) by the least amount so that a proper prefix of the shifted \( P \) matches a suffix of the occurrence of \( P \) in \( T \). If no such shift is possible, then shift \( P \) by \( n \) places, that is, shift \( P \) past \( T \).
Preprocessing

The good suffix rule requires two tables: one for use in the general case, and another for use when either the general case returns no meaningful result or a match occurs. These tables will be designated \( L \) and \( H \) respectively. Their definitions are as follows:\([3]\)

For each \( i \), \( L[i] \) is the largest position less than \( n \) such that string \( P[i..n] \) matches a suffix of \( P[1..L[i]] \) and such that the character preceding that suffix is not equal to \( P[i-1] \). \( L[i] \) is defined to be zero if there is no position satisfying the condition.

Let \( H[i] \) denote the length of the largest suffix of \( P[i..n] \) that is also a prefix of \( P \), if one exists. If none exists, let \( H[i] \) be zero.

Both of these tables are constructible in \( O(n) \) time and use \( O(n) \) space. The alignment shift for index \( i \) in \( P \) is given by \( n - L[i] \) or \( n - H[i] \). \( H \) should only be used if \( L[i] \) is zero or a match has been found.

The Galil Rule

A simple but important optimization of Boyer-Moore was put forth by Galil in 1979.\([4]\) As opposed to shifting, the Galil rule deals with speeding up the actual comparisons done at each alignment by skipping sections that are known to match. Suppose that at an alignment \( k_1 \), \( P \) is compared with \( T \) down to character \( c \) of \( T \). Then if \( P \) is shifted to \( k_2 \) such that its left end is between \( c \) and \( k_1 \), in the next comparison phase a prefix of \( P \) must match the substring \( T[(k_2 - n)..k_1] \). Thus if the comparisons get down to position \( k_2 \) of \( T \), an occurrence of \( P \) can be recorded without explicitly comparing past \( k_1 \). In addition to increasing the efficiency of Boyer-Moore, the Galil rule is required for proving linear-time execution in the worst case.

Performance

The Boyer-Moore algorithm as presented in the original paper has worst-case running time of \( O(n+m) \) only if the pattern does not appear in the text. This was first proved by Knuth, Morris, and Pratt in 1977,\([5]\) followed by Guibas and Odlyzko in 1980\([6]\) with an upper bound of \( 5m \) comparisons in the worst case. Cole gave a proof with an upper bound of \( 3m \) comparisons in the worst case in 1991.\([7]\)

When the pattern does occur in the text, running time of the original algorithm is \( O(nm) \) in the worst case. This is easy to see when both pattern and text consist solely of the same repeated character. However, inclusion of the Galil rule results in linear runtime across all cases.\([4][7]\)

Variants

The Boyer-Moore-Horspool algorithm is a simplification of the Boyer-Moore algorithm using only the bad character rule.

The Apostolico-Giancarlo algorithm speeds up the process of checking whether a match has occurred at the given alignment by skipping explicit character comparisons. This uses information gleaned during the pre-processing of the pattern in conjunction with suffix match lengths recorded at each match attempt. Storing suffix match lengths requires an additional table equal in size to the text being searched.
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External links

• Original paper on the Boyer-Moore algorithm (http://www.cs.utexas.edu/~moore/publications/fstrpos.pdf)
• An example of the Boyer-Moore algorithm (http://www.cs.utexas.edu/users/moore/best-ideas/string-searching/fstrpos-example.html) from the homepage of J Strother Moore, co-inventor of the algorithm
• Richard Cole’s 1991 paper proving runtime linearity (http://www.cs.nyu.edu/cs/faculty/cole/papers/CHPZ95.ps)
